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A B S T R A C T

This paper studies the heterogeneous effects of subjective macroeconomic expectations on the cross-section
of equity returns. We argue that an upward revision in expectations of macroeconomic productivity might
be accompanied by an excessive increase in investment and external financing, inflated current equity prices,
and thus lowered subsequent returns, particularly for financially constrained firms. Thus, following upward
revisions in expectations of macroeconomic productivity, subsequent returns are relatively low for small firms,
value firms, low-investment firms, risky firms, unprofitable firms, low-quality firms, and financially distressed
firms—all of which are more financially constrained. In sharp contrast, following downward revisions in
expectations of macroeconomic productivity, these categories of firms earn relatively high subsequent returns.
We find that revisions in subjective macroeconomic expectations induce strong predictable time variation in a
large set of anomalies. In particular, favorable revisions in expectations of macroeconomic productivity predict
significantly stronger profitability, quality, distress, and low-risk anomalies but weaker value, investment, and
size anomalies.
1. Introduction

The idea that real macroeconomic fundamentals drive anomaly
returns is theoretically grounded but empirically inconclusive (e.g.,
Cochrane, 2017 and Lochstoer and Tetlock, 2020). However, recent
evidence shows that subjective expectations are more effective than
realized outcomes in explaining market returns (De la and Myers, 2021)
and real corporate activities (e.g., Gennaioli et al., 2016 and Gulen
et al., 2023). Thus, a natural question to ask is whether subjective
macroeconomic expectations would be helpful in explaining the time
variation in anomaly returns.

More specifically, recent studies document that both investors and
firm managers tend to extrapolate economic fundamentals and stock
returns, becoming overoptimistic after good news and overpessimistic
after bad news. For example, Bordalo et al. (2019), Bordalo et al.
(2021), and Deng (2023) show that revisions in analysts’ and man-
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1 We use the terms macroeconomic conditions and aggregate productivity interchangeably.

agers’ earnings growth forecasts negatively predict their forecast errors,
consistent with extrapolative expectations. Moreover, subjective ex-
pectations can affect firm behaviors such as investments and external
financing. Overoptimistic earnings growth expectations lead to more
investment, more external financing, and lower credit spreads in the
short run, but reversals in the longer run (Gennaioli et al., 2016;
Bordalo et al., 2021; Deng, 2023).

In this paper, motivated by the evidence of biased firm earnings
growth expectations influencing firm-level investment and external
financing, we study the effect of perceptions of macroeconomic con-
ditions on the cross-section of stock returns, partly through their dif-
ferential effects on firms with different characteristics.1 We find that
macroeconomic productivity perception is a key driver of the time
variation in a broad set of prominent asset pricing anomalies. The
question of what drives the time-series variation in anomaly returns
has been the focus of recent asset pricing studies. The answer to this
question can not only help differentiate alternative interpretations of
https://doi.org/10.1016/j.jfineco.2024.103952
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the anomalies2 but also provide additional stylized facts to discipline
new theoretical models. In addition, it contributes to the advancement
of factor investing in practice.

To see why macroeconomic productivity perceptions drive anomaly
returns, we hypothesize that their effects are heterogeneous across
firms. For example, an upward revision in expectations of aggregate
productivity could stimulate optimism among both firm managers and
investors, and thus coincide with an increase in external financing and
investment, a decrease in financing costs, an increase in contempora-
neous equity prices, and a lowered subsequent return. We hypothesize
that such effect could be stronger for financially constrained firms.
Indeed, Baker et al. (2003), Warusawitharana and Whited (2016),
and Deng (2023) find that activities of financially constrained firms
are more affected by misvaluation shocks or behavioral biases such as
extrapolation and overoptimism. Thus, accompanying an upward revi-
sion in expectations of aggregate productivity, financially constrained
firms could issue a lot of potentially low-quality debt and overinvest;
later they would suffer from these inefficient investments and debt
issuance, leading to lower subsequent returns. This is an inefficient
investment channel. In addition, it is possible that, accompanying an
upward revision in expectations of aggregate productivity, investors
become overoptimistic about the future fundamentals such as earnings
growth of financially constrained firms, probably because they believe
that better macro conditions can alleviate frictions for these firms.
Meanwhile, managers could issue overpriced equity and debt to exploit
investor optimism. This market timing channel also implies subsequent
return reversals for financially constrained firms. In Section 4, we
provide detailed discussions of corporate activities and their alternative
interpretations.

Overall, our argument suggests that the small, unprofitable, risky,
distressed firms, as well as firms with analogous characteristics, are
likely to be more affected by macroeconomic misperceptions. Indeed,
according to Whited and Wu (2006), Hadlock and Pierce (2010),
and Kaplan and Zingales (1997), these firms tend to face greater
financial constraints. More recently, Lian and Ma (2021) document that
for US nonfinancial firms, 80% of corporate debt represents cash-flow-
based lending, which depends on firms’ operating profitability, and
20% of the debt represents asset-based lending, which is tied to the
pledgeability of physical assets. Thus, unprofitable firms would be more
financially constrained than profitable firms because the prevalent
lending practices restrict total debt as a multiple of operating earnings.
On the other hand, value firms and low-investment firms would also
be more financially constrained than growth firms and high-investment
firms, given that their low-equity valuations and low investment are
typically a result of poor cash flow (Maio, 2014; Lian and Ma, 2021).3
Taken together, the various parts of our argument imply that macroe-
conomic perceptions should induce strong time variations in anomalies
based on profitability, quality, financial distress, volatility, book-to-
market, investment, and size since the long and short legs of these
anomalies have different degrees of financial constraints.

Consistent with this prediction, we find that following upward revi-
sions in expectations of macroeconomic conditions, subsequent equity
returns are relatively low for small, risky, unprofitable, low-quality, and

2 Economists sharply disagree about the sources of the anomaly returns
nd propose both risk-based and behavioral theories as explanations. Anomaly
remia could vary over time because of time variation in (i) the degree of risk
version (Campbell and Cochrane, 1999), (ii) the amount of risk (Bansal and
aron, 2004; Gabaix, 2008), (iii) investor sentiment (Baker and Wurgler, 2006;
tambaugh et al., 2012), (iv) the degree of bias in expectations (Cassella and
ulen, 2018; He et al., 2023), and other factors.
3 Fama and French (1995) show that value firms tend to have more

ersistent lower earnings, and hence are more financially constrained, than
rowth firms. Similarly, the results of Cooper et al. (2008) suggest that low-
nvestment firms tend to be small, unprofitable, and have high book-to-market

atios, making them more financially constrained.
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financially distressed firms. On the other hand, following downward
revisions in expectations of macroeconomic conditions, these categories
of firms earn relatively high subsequent returns. Thus, revisions in ex-
pectations of macroeconomic conditions induce strong predictable time
variations in anomalies based on these characteristics. In particular,
favorable revisions in expectations of aggregate productivity predict
stronger profitability, quality, and low-risk anomalies but weaker value,
investment, and size anomalies.

More precisely, using revisions in expectations of one-quarter-ahead
industrial production growth (IPG) from the Survey of Professional
Forecasters (SPF), we quantify changes in investors’ perceptions of
aggregate productivity. Therefore, upward revisions in IPG expecta-
tions indicate that investors now expect higher industrial production
growth than they did in the previous quarter. Empirically, we find
that these revisions strongly affect asset pricing anomalies. The average
return spread of profitability, quality, distress, and low-risk anomalies
is 3.73% per quarter following upward revisions in IPG expectations
and –0.35% per quarter following downward revisions. In contrast,
IPG forecast revisions show the opposite predictive power for value,
investment, and size anomalies. The average return spread of value,
investment, and size anomalies is –1.30% per quarter following up-
ward revisions in IPG expectations and 2.34% per quarter following
downward revisions.

Notice that it is well known from Coibion and Gorodnichenko
(2015) that consensus forecasts tend to be sticky and may seem to
underreact. However, our argument above suggests that investors over-
react to IPG forecast revisions. In Section 4.6, we will reconcile this
apparent discrepancy in more detail. Here, we outline the key ar-
gument. The existing literature (Coibion and Gorodnichenko, 2015;
Bordalo et al., 2020; Afrouzi et al., 2023) suggests that the positive
correlation between (ex ante) forecast revisions and (ex post) forecast
errors at the consensus level results from information rigidities and
the aggregation of individual forecasts, rather than a behavioral bias-
induced underreaction. While consensus macro forecasts themselves
typically display stickiness (Bordalo et al., 2020), investors and man-
agers may still overreact to the SPF forecast revisions. For example,
investors may use SPF consensus forecasts as public signals alongside
their private signals. When self-attribution and overconfidence biases
are large enough, investors could appear to overreact to the public
signal, even if the public signal itself has an apparent sticky feature.
We formalize this argument with a simple model in the Appendix.

Since our results indicate that following upward revisions, some
anomalies are more pronounced while others are weaker, we can
construct a refined portfolio strategy based on strategy rotation. Specif-
ically, the rotation strategy invests in profitability, quality, distress, and
low-risk anomalies following upward IPG forecast revisions, and invests
in value, investment, and size anomalies otherwise. We find that the
Sharpe ratio of this rotation strategy is 0.71 per annum, significantly
higher than those of individual factor strategies, which are 0.29 for
profitability, quality, distress, and low-risk anomalies and 0.22 for
value, investment, and size anomalies. This rotation strategy even earns
a significant Fama and French (2015) five-factor alpha of 1.93% per
quarter, although underlying anomalies generally do not.

Our documented time variation in anomaly returns could also result
from rational reasons, including innovations in either risk aversion or
the amount of risks, as opposed to our proposed behavioral forces. To
further distinguish between the behavioral and rational interpretations,
we perform several additional tests. First, we inspect the subsequent
earnings forecast errors for anomaly portfolios following both upward
and downward revisions in IPG expectations. We find predictable pat-
terns in forecast errors consistent with our behavioral interpretation.
For example, the difference in long-term earnings growth forecast
errors (realized minus forecasts) between profitable firms and un-
profitable firms tends to be greater after upward revisions in IPG
expectations than after downward revisions. Conversely, forecast error

differences between value firms and growth firms tend to be lower
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after upward revisions than after downward revisions. Second, we run
horse races with other economic variables that comove with business
cycles, such as the surplus consumption ratio (a proxy for effective
risk aversion). We find that surplus consumption ratio either cannot
significantly predict anomaly returns or predicts with an incorrect
sign. Lastly, we also control for other well-known anomaly predictors
such as investor sentiment, degree of extrapolative weighting, return
dispersion, value spread, and anomaly return volatilities. We verify that
the predictive power of macroeconomic perceptions remains almost
unchanged after controlling for these variables.

To further support our hypothesized mechanism for the time vari-
ation in anomalies, we inspect the behaviors of firms in the anomaly
portfolios during upward and downward IPG forecast revisions. We find
that in tandem with an upward revision in IPG expectations, investors
become overoptimistic about long-term fundamentals, particularly for
the financially constrained firms. The constrained firms experience a
greater increase in their external financing and investment, as well
as a larger reduction in the credit spread and the degree of financial
constraint. In addition, we follow Richardson (2006) and measure
overinvestment as the residual of regressing investment on a set of firm
characteristics to filter out firms’ growth opportunities. The empirical
evidence suggests that financially constrained firms overinvest (un-
derinvest) during upward (downward) IPG forecast revisions. We also
examine the market timing interpretation, which suggests that man-
agers of financially constrained firms respond to upward IPG forecast
revisions by issuing overpriced equity and low-quality bonds. Overall,
we find evidence, albeit somewhat weak, for both the overinvestment
and market timing channels.

These findings accord with the theoretical mechanisms in Bordalo
et al. (2021), Deng (2023), and Gulen et al. (2023), who focus on
how misperceptions of firm earnings growth affect corporate activities,
whereas we focus on how macroeconomic productivity perceptions
predict anomaly returns. Their models provide the closest theoreti-
cal framework for our empirical analysis. Gulen et al. (2023) imply
that firms facing more financial frictions should experience larger
fluctuations in response to shocks in perceived credit market senti-
ment. Additionally, Deng (2023) shows that the interaction between
financial frictions and extrapolative expectations results in stronger
responses to productivity shocks among financially constrained firms as
the feedback from the financial market affects investment and financing
decisions through the cost of capital. We will discuss these mechanisms
in greater detail in Section 4.

Moreover, we study the return predictability for portfolios directly
sorted on financial constraint indices proposed by the literature and
find consistent evidence. In particular, we use three different proxies
for financial constraints, as in Whited and Wu (2006), Hadlock and
Pierce (2010), and Kaplan and Zingales (1997). Despite the debate
over whether they earn positive average returns, portfolios that long
constrained firms and short unconstrained firms based on three differ-
ent financial constraint indices all deliver negative (positive) returns
following upward (downward) revisions in IPG expectations. We find
that the portfolios that long constrained firms and short unconstrained
firms earn 3.41% higher returns per quarter (𝑡-statistic = 3.67) follow-
ing downward IPG forecast revisions compared to upward revisions,
despite earning close to zero returns on average in the sample period.

The paper also helps explain the negative correlation between the
profitability premium and the value premium, as emphasized in Novy-
Marx (2013). The investment and operating cash flows of profitable
firms resemble growth firms, whereas those of unprofitable firms re-
semble value firms (Kogan et al., 2023; Dou et al., 2022). However,
the standard production-based asset pricing models imply positive
comovement between these two anomalies (Ai et al., 2021). On the
other hand, the negative correlation between the profitability premium
and the value premium is natural based on our argument since both
unprofitable (the short leg of the profitability anomaly) and value firms

(the long leg of the value anomaly) are more financially constrained n

3 
and more influenced by macroeconomic perceptions.4 Thus, this paper
offers a potential mechanism to account for this negative correlation by
highlighting the interaction between macroeconomic (mis)perceptions
and financial constraints as a key driver of asset returns.

Lastly, we also provide comprehensive robustness checks in the
following ways. First, we verify that our results remain valid when
using forecast revisions of longer horizons, alternative macroeconomic
productivity measures, and surveys that poll different market partici-
pants. Second, we show that our results are not driven by risk-based
explanations such as effective risk aversion, market risk, macroeco-
nomic risk, and macroeconomic uncertainty. Third, we run horse races
between forecast revisions and realized shocks and show that subjective
expectations dominate realized macroeconomic variables in predicting
anomalies.

Our study is related to several strands of research in macroeco-
nomics and asset pricing. First, the paper contributes to the burgeoning
work studying how extrapolation bias—more generally, misperception
—affects asset prices, firm real activities, and macroeconomic out-
comes. Bordalo et al. (2018), Gulen et al. (2023), and Greenwood
et al. (2021) examine how investors’ misperceptions explain aggregate
credit cycles. There is also an emerging literature on expectations
of firm fundamentals influencing firm activities such as investment
and external financing, as well as credit spreads and aggregate credit
cycles (Bordalo et al., 2021; Gulen et al., 2023). Barberis et al. (2015,
2018), Cassella and Gulen (2018), and Jin and Sui (2022) examine
how extrapolation leads to asset bubbles, reversals, and a large equity
premium. We add to this literature by emphasizing the interaction
between the extrapolation bias and firm financial constraints in in-
fluencing asset prices, a topic largely unexplored by previous studies,
with few exceptions. In particular, Gulen et al. (2023) and Deng (2023)
also find that financial constraints can amplify the mispricing caused
by credit sentiment or extrapolation. We differ by examining the in-
teraction effect of macroeconomic perceptions and firm-level financing
constraints on the time-variation in a broad set of anomalies.

Second, this study is also related to the vast literature on anomaly
timing. Existing studies have proposed different economic drivers for
different anomalies. In this paper, we suggest that macroeconomic
perceptions drive a large set of well-known anomalies simultaneously
through their differential impact on financially constrained legs. Re-
latedly, Birru (2018) finds that anomalies with speculative long legs
perform better on Fridays, and anomalies with speculative short legs
perform better on Mondays, as mood tends to increase from Thursday
to Friday and decrease on Monday. Previous studies have documented
several other anomaly predictors. In particular, investor sentiment and
anomaly return volatility are prominent predictors (see, e.g., Baker and
Wurgler, 2006, Stambaugh et al., 2012, Antoniou et al., 2013, and Mor-
eira and Muir, 2017). It is noteworthy that revisions in expectations of
aggregate productivity differ from investor sentiment in two important
dimensions. First, revisions in expectations of aggregate productivity
have clear counterparts in structural models, affecting real corporate
activities including financing and investment. However, investor sen-
timent is an elusive concept of investor misperception (Baker and
Wurgler, 2006). Second, they have distinct empirical implications for
predictability. IPG forecast revisions yield opposite predictive power for
different sets of anomalies (stronger profitability, quality, distress, and
low-risk anomalies but weaker value, investment, and size anomalies),
whereas investor sentiment typically predicts a host of anomalies with
the same positive sign, as argued by Stambaugh et al. (2012). Moreover,
our results are robust after controlling for many existing anomaly
predictors. We advance this strand of literature by not only providing
a robust anomaly predictor but also identifying potential underlying
mechanisms.

4 Kogan et al. (2023) and Dou et al. (2022) can also account for this
egative correlation under a rational framework.
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Finally, this paper is also related to the work on the nexus between
macroeconomics and finance. López-Salido et al. (2017) document that
the investment and debt issuance of firms with lower credit ratings
are more sensitive to credit conditions. Campello and Chen (2010)
and Maio (2014) show that macroeconomic movements and monetary
policy actions have a greater impact on the contemporaneous funda-
mentals and returns of financially constrained firms. In addition, many
existing studies find a weak connection between realized macroeco-
nomic variables and asset prices (see, e.g., Chen et al., 1986, Shanken
and Mark, 2006, Shen et al., 2017, Herskovic et al., 2019, Lochstoer and
Tetlock, 2020, and Giglio et al., 2021). Different from these papers, we
suggest that the interaction between (forward-looking) macroeconomic
perceptions and financial constraints can generate cross-sectional dif-
ferences in both corporate activities and expected stock returns, induc-
ing significant time variation in anomaly returns. Our study highlights
the importance of forward-looking macroeconomic perceptions, rather
than realized macroeconomic quantities, in influencing asset prices.

The remainder of this paper is organized as follows. Section 2
presents the data and summary statistics. Section 3 provides the em-
pirical results on the predictive power of macroeconomic productiv-
ity perceptions. Section 4 explores the economic mechanism. Finally,
Section 5 concludes.

2. Data description and summary statistics

This section first describes the construction of the main variables
used in the study and then provides descriptive statistics for the vari-
ables.

2.1. Data sources

Our data come from several sources. We obtain accounting infor-
mation from Compustat, stock returns from CRSP, firm-level earnings
growth forecasts from I/B/E/S, and corporate bond yield from the
Trade Reporting and Compliance Engine (TRACE). We include domestic
common shares trading on NYSE, Amex, and Nasdaq and exclude firms
with primary standard industrial classifications between 4900 and 4999
(utilities) and between 6000 and 6999 (financials) and firms with nega-
tive book equity. Stock returns are corrected for the delisting bias. The
risk-free rate is proxied as the one-month Treasury bill rate taken from
Kenneth French’s data library. Finally, we collect forecasts of aggregate
productivity from the SPF database, which is currently maintained by
the Federal Reserve Bank of Philadelphia. Unless otherwise noted, the
full sample starts from 1969Q1, when data on forecast revisions become
available, and ends in 2019Q4.

2.2. Stock market anomalies

To test our intuition outlined in the introduction, we construct a set
of anomalies. We apply two criteria in selecting anomalies to ensure
that the selection is both parsimonious and economically meaningful.
First, existing studies show that the firms in the short and long legs of
the anomaly face different financial constraints. Second, the anomalies
are either related to the underlying characteristics of some factors in
prominent factor models since these factors can account for a large
set of other anomalies, or related to the low-risk anomaly since it
runs counter to the fundamental principle in finance that higher risk
is compensated with a higher expected return (e.g., Baker et al., 2011).
As a result, we choose size, book-to-market, asset growth, return on
assets, return on equity, and operating profits as they are related to the
factors of Fama and French (2015) and Hou et al. (2015). We also in-
clude anomalies based on total volatility, idiosyncratic volatility, failure
probability, and O-score since these anomalies violate the fundamental
principle of risk–return tradeoff. We further add the quality anomaly
of Asness et al. (2019) and the long-term reversals of De Bondt and

Thaler (1985) since their underlying characteristics are related to those s
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of the profitability factor and book-to-market factor, respectively. In
addition, the quality factor itself (Asness et al., 2019) can explain many
other anomalies. Overall, these 12 anomalies are well-documented in
the literature and are potentially related to biased beliefs and financial
constraints.5 Table 1 lists the 12 anomalies, along with the ex ante
evidence that links these anomalies to biased beliefs and financial
constraints.

The anomalies in Table 1 Panel A have more financially constrained
short legs. Historically, profitable firms deliver higher average returns
than unprofitable firms, high-quality firms and non-distressed firms
deliver higher average returns than low-quality firms and distressed
firms, and low-risk firms deliver higher average returns than high-
risk firms. We study the following profitability, quality, distress, and
low-risk category anomalies: (1) return on assets (ROA), calculated
as income before extraordinary items divided by total assets follow-
ing Hou et al. (2015); (2) return on equity (ROE), calculated as income
before extraordinary items divided by total book equity following Hou
et al. (2015); (3) operating profitability (OP), calculated as the ratio
of a firm’s operating profits to its assets following Fama and French
(2015) and Hou et al. (2015); (4) quality score (Quality), calculated
as the 𝑧-score combination of profitability, growth, and safety compo-
nents following Asness et al. (2019); (5) failure probability (FProb),
calculated as the predicted probability of bankruptcy from a dynamic
logit model following Campbell et al. (2008); (6) Ohlson’s O-score (O-
Score) as based on several financial ratios to estimate the probability
of bankruptcy (Ohlson, 1980); (7) total volatility (TV), calculated as
the standard deviation of a stock’s daily returns in the prior month
following Hou et al. (2015); and (8) idiosyncratic volatility (IVOL),
calculated as the standard deviation of the residuals from the Fama and
French (1993) three-factor model using daily excess returns in the prior
month following Ang et al. (2006).

Table 1 Panel B lists anomalies with more financially constrained
long legs: value firms earn higher average returns than growth firms,
low-investment firms earn higher average returns than high-investment
firms, and small firms earn higher average returns than large firms.
Specifically, we study the following value, investment, and size cat-
egory anomalies: (1) book-to-market equity (BM), calculated as book
equity divided by market equity following Fama and French (1992); (2)
long-term reversals (LTR), calculated as prior returns from month 𝜏−60
to 𝜏−13 following De Bondt and Thaler (1985); (3) investment-to-assets
(IA), calculated as the growth rate of total assets following Cooper
et al. (2008); and (4) market capitalization (SIZE), calculated as price
times shares outstanding following Banz (1981) and Fama and French
(1993).6

To control for the effect of microcaps, we form decile portfolios
using NYSE breakpoints and calculate value-weighted returns for each
decile. The deciles for Quality, FProb, TV, IVOL, and LTR are rebal-
anced monthly, and the others are rebalanced annually. The strategy
return is then computed as the difference between the returns on
the long and short portfolios (the two extreme deciles) following the

5 We acknowledge that we might miss some other anomalies that also
atisfy our two criteria. Thus, to alleviate data snooping concerns, we show in
ection 4.4 that a similar conclusion is reached when repeating the analysis for
ong-short portfolios sorted directly on firm-level financial constraint indices.

6 We do not include valuation anomalies based on operational activities
uch as cash flow-to-price (CP), dividend yield (DP), and earnings-to-price (EP)
ecause these sorting characteristics have unclear links to financial constraints.
n the one hand, firms with high CP, DP, and EP are value firms, and

heir low valuation could be due to poor fundamentals (similar to Tobin’s 𝑞
n the WW index), thus making them more financially constrained. On the
ther hand, firms with high CP, DP, and EP could mechanically have higher
ash flow, dividend payout, and earnings, thus making them less financially
onstrained. Indeed, in unreported analysis, we find that the difference in
he financial constraint index between high- and low-EP/CP/DP firms is
tatistically insignificant.
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Table 1
Stock market anomalies.
The table displays the 12 prominent anomalies that this paper tries to link to biased beliefs and financial constraints. The second column lists
the acronyms that are used in subsequent tables to refer to the anomalies. The third column lists the literature that attributes the anomaly to
biased beliefs. The fourth column lists the literature that links the anomaly characteristic to financial constraints or their major components
(size, age, and profitability).

Anomaly Acronym Evid. of biased beliefs Evid. of financial constraints

Panel A: Short leg more financially constrained
Return on assets ROA Stambaugh et al. (2012) Lian and Ma (2021)
Return on equity ROE Chen et al. (2023) Lian and Ma (2021)
Operating profitability OP Chen et al. (2023) Lian and Ma (2021) and Whited and Wu (2006)
Quality Quality Asness et al. (2019) Based on profitability, profitability growth, and safety
Failure probability FProb Stambaugh et al. (2012) Hoberg and Maksimovic (2015)
Ohlson’s O-score O-Score Stambaugh et al. (2012) Hoberg and Maksimovic (2015)
Total volatility TV Pflueger et al. (2020) Dasgupta et al. (2011) and Lin and Paravisini (2013)
Idiosyncratic volatility IVOL Hou and Loh (2016) and Stambaugh et al. (2015) Jiang et al. (2009)

Panel B: Long leg more financially constrained
Book-to-market equity BM Lakonishok et al. (1994) Fama and French (1995) and Maio (2014)
Long-term reversals LTR De Bondt and Thaler (1985) Lamont et al. (2001) and Maio (2014)
Asset growth IA Cooper et al. (2008) Cooper et al. (2008)
Market capitalization SIZE Barberis et al. (2021) Hadlock and Pierce (2010)
Table 2
Summary statistics for the anomalies.

he table reports summary statistics for the anomalies with more financially constrained short legs (long legs) in Panel A (Panel B). Quarterly excess returns, CAPM alphas, and
ama and French (2015) five-factor alphas are displayed in percentages. For the annual composite financial constraint index (FC index), we first build a firm-level FC index as the
verage 𝑧-score of cross-sectional ranks of the WW index (Whited and Wu, 2006), the HP index (Hadlock and Pierce, 2010), and the KZ index (Lamont et al., 2001) for the fiscal
ear ending in calendar year 𝑡 − 1 and then aggregate up to the portfolio level (which is formed at the beginning of each year 𝑡) by taking the median of long-leg firms minus

the median of short-leg firms. 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the portfolio that equally combines the anomalies in each panel. The sample period spans 1969Q1 to 2019Q4 for all but the failure
probability anomaly (FProb), whose data begin in 1976Q1. Newey and West (1987) eight-lag adjusted 𝑡-statistics are in parentheses.

Anomaly Excess return CAPM alpha FF5 alpha FC index

Long Short Long-Short Long Short Long-Short Long Short Long-Short Long Short Long-Short

Panel A: Short leg more financially constrained
ROA 1.92 1.15 0.77 0.26 −1.30 1.56 0.68 0.22 0.46 −0.31 0.56 −0.87

(2.99) (1.22) (1.26) (0.86) (−2.25) (2.51) (2.45) (0.53) (0.98) (−13.50) (16.04) (−17.40)
ROE 1.89 1.60 0.29 0.20 −0.84 1.04 0.07 0.51 −0.45 −0.25 0.58 −0.83

(3.00) (1.75) (0.42) (0.72) (−1.41) (1.43) (0.34) (1.17) (−1.02) (−5.78) (14.84) (−33.48)
OP 1.93 0.32 1.62 0.27 −2.00 2.27 0.76 −0.80 1.55 −0.26 0.51 −0.77

(2.95) (0.35) (2.47) (0.86) (−3.53) (3.45) (2.93) (−1.85) (3.12) (−13.97) (23.93) (−23.86)
Quality 2.34 0.35 1.99 0.72 −2.16 2.88 1.23 −1.48 2.71 −0.34 0.49 −0.83

(3.60) (0.36) (2.76) (2.49) (−3.96) (4.37) (4.80) (−3.54) (5.21) (−13.17) (15.14) (−15.04)
FProb 2.51 0.42 2.09 0.59 −3.36 3.95 0.74 −2.15 2.89 −0.62 0.51 −1.13

(4.17) (0.32) (1.91) (2.53) (−3.71) (4.12) (1.97) (−3.00) (3.12) (−8.89) (18.82) (−23.12)
O-Score 1.71 1.30 0.41 0.02 −1.17 1.19 0.79 −0.38 1.17 −0.42 0.59 −1.01

(2.56) (1.42) (0.65) (0.06) (−2.34) (1.94) (2.56) (−0.93) (2.25) (−7.44) (32.08) (−13.89)
TV 1.55 −0.09 1.64 0.38 −3.00 3.39 −0.35 −1.37 1.02 −0.55 0.59 −1.14

(2.95) (−0.08) (1.74) (1.44) (−4.43) (3.91) (−1.31) (−2.95) (1.82) (−5.09) (18.81) (−11.09)
IVOL 1.76 −0.26 2.01 0.48 −3.06 3.54 −0.28 −1.50 1.21 −0.62 0.60 −1.22

(3.39) (−0.25) (2.17) (1.93) (−4.66) (4.18) (−1.40) (−3.13) (2.20) (−5.24) (18.68) (−10.53)
Average 1.90 0.54 1.36 0.36 −2.06 2.42 0.45 −0.82 1.27 −0.42 0.55 −0.97

(3.22) (0.56) (1.96) (1.60) (−3.76) (3.68) (2.37) (−2.30) (3.12) (−22.82) (27.22) (−60.60)
Panel B: Long leg more financially constrained

BM 2.72 1.53 1.19 0.90 −0.29 1.18 0.25 0.27 −0.02 0.24 0.04 0.20
(3.87) (2.15) (1.44) (1.56) (−0.81) (1.40) (0.57) (1.13) (−0.03) (8.00) (0.69) (2.76)

LTR 2.43 1.82 0.62 0.22 −0.27 0.49 −0.08 0.49 −0.57 0.40 −0.33 0.73
(2.94) (2.34) (0.69) (0.30) (−0.79) (0.55) (−0.14) (1.47) (−0.90) (7.02) (−6.10) (8.38)

IA 2.29 1.14 1.15 0.38 −1.04 1.42 −0.21 0.01 −0.22 0.42 0.09 0.33
(3.49) (1.56) (2.09) (0.89) (−2.76) (2.46) (−0.66) (0.05) (−0.57) (31.21) (2.44) (8.85)

SIZE 1.99 1.61 0.38 −0.29 0.11 −0.41 0.09 0.22 −0.12 0.51 −1.17 1.69
(2.35) (2.70) (0.45) (−0.39) (0.54) (−0.43) (0.34) (2.30) (−0.47) (34.54) (−37.69) (61.31)

Average 2.36 1.52 0.84 0.30 −0.37 0.67 0.01 0.25 −0.23 0.39 −0.34 0.74
(3.39) (2.25) (1.25) (0.55) (−1.50) (0.97) (0.05) (1.56) (−0.85) (19.98) (−15.98) (23.09)
w
t

literature. For instance, the investment anomaly (IA) goes long decile
with low asset growth firms and short decile with high asset growth
firms. Table 2 reports the quarterly excess returns, CAPM alphas, and
Fama–French five-factor alphas for these anomalies. As shown, the
anomalies deliver positive return spreads and CAPM alphas except
for the size anomaly, but not all Fama–French five-factor alphas are
positive, as expected.

2.3. Evidence of differential financial constraints

To statistically verify that the long and short legs of these anoma-
lies exhibit different degrees of financial constraints, we construct
 t

5 
a composite financial constraint score based on three financial con-
straint indices extensively studied in the literature. First, the WW
index (Whited and Wu, 2006) for firm 𝑖 in year 𝑡 is defined as

𝑊𝑊𝑖𝑡 = −0.091𝐶𝐹𝑖𝑡 − 0.062𝐷𝐼𝑉 𝑃𝑂𝑆𝑖𝑡 + 0.021𝑇𝐿𝑇𝐷𝑖𝑡 − 0.044𝐿𝑁𝑇𝐴𝑖𝑡

+ 0.102𝐼𝑆𝐺𝑖𝑡 − 0.035𝑆𝐺𝑖𝑡,

(1)

here 𝐶𝐹 is cash flow scaled by total assets, 𝐷𝐼𝑉 𝑃𝑂𝑆 is an indicator
hat takes the value of one if the firm pays a dividend, 𝑇𝐿𝑇𝐷 is long-
erm debt to total assets, 𝐿𝑁𝑇𝐴 is the logarithm of total assets (in 1997
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Fig. 1. IPG forecast revisions. This figure plots the revisions in expectations of one-quarter-ahead industrial production growth (IPG) from 1969Q1 to 2019Q4. IPG forecast
revisions are computed from the Survey of Professional Forecasters (SPF) following Bordalo et al. (2020). Shaded bars indicate NBER recessions.
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dollars), 𝐼𝑆𝐺 is three-digit SIC industry sales growth, and 𝑆𝐺 is firm
ales growth.

Second, we compute the HP index (Hadlock and Pierce, 2010) based
n firm size and age:

𝑃𝑖𝑡 = −0.737𝐿𝑁𝑇𝐴𝑖𝑡 + 0.043𝐿𝑁𝑇𝐴2
𝑖𝑡 − 0.040𝐴𝐺𝐸𝑖𝑡, (2)

where 𝐿𝑁𝑇𝐴 is the logarithm of total assets (measured in 2004 dollars
and capped at the log of $4.5 billion), and 𝐴𝐺𝐸 is the number of years
that a firm appears in Compustat and is capped at 37 years.

Third, we follow the literature (Lamont et al., 2001; Farre-Mensa
and Ljungqvist, 2016) and calculate the KZ index based on the regres-
sion coefficient estimates in Kaplan and Zingales (1997):

𝐾𝑍𝑖𝑡 = −1.001909𝐶𝐹𝑖𝑡 + 0.2826389𝑄𝑖𝑡 + 3.139193𝐿𝐸𝑉𝑖𝑡
− 39.3678𝐷𝐼𝑉𝑖𝑡 − 1.314759𝐶𝐴𝑆𝐻𝑖𝑡,

(3)

where 𝐶𝐹 is cash flow scaled by lagged property, plant, and equipment;
𝑄 is total assets plus the market value of equity minus the book
value of common equity minus balance sheet deferred taxes divided
by total assets; 𝐿𝐸𝑉 is total debt scaled by total assets; 𝐷𝐼𝑉 is
dividend scaled by lagged property, plant, and equipment; and 𝐶𝐴𝑆𝐻
s cash and short-term investments scaled by lagged property, plant,
nd equipment.

Our annual firm-level composite financial constraint index is cal-
ulated as the average 𝑧-score of cross-sectional ranks of the three
ndividual indices. Then the portfolio-level financial constraint is ob-
ained as the median of the firms in each decile portfolio. The last three
olumns of Table 2 confirm that indeed the long legs of the profitability,
uality, distress, and low-risk anomalies are on average less financially
onstrained than their corresponding short legs, whereas the long legs
f the value, investment, and size anomalies are on average more
inancially constrained than their corresponding short legs.

.4. Revisions in expectations of aggregate productivity

Our measures of revisions in expectations of aggregate productiv-
ty are constructed from the SPF database, which contains forecasts
or a few important macroeconomic variables. Each quarter, the SPF
olls professional economists on their forecasts about macroeconomic
utcomes in the current and next four quarters, and the results are
ublished around the end of the second month of the quarter (Bordalo
t al., 2020; Han, 2021). For instance, the Federal Reserve Bank of
hiladelphia published the results of the 2014Q4 SPF on November 17,
014, which is in the middle of 2014Q4.

Standard macroeconomic models show that total factor productivity
TFP) shocks are important drivers of long-run economic growth and
 i
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asset prices. However, the SPF does not provide forecasts for TFP, so
we focus on the IPG forecast revisions to quantify changes in per-
ceptions of macroeconomic productivity.7 We use one-quarter-ahead
forecast revisions to corroborate the horizons of anomaly returns. We
follow Bordalo et al. (2020) and define the one-quarter-ahead forecast
revision at quarter 𝑡 as

𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 = E𝑡[𝐼𝑃𝐺𝑡+1] − E𝑡−1[𝐼𝑃𝐺𝑡+1], (4)

here 𝐼𝑃𝐺𝑡+1 is the growth rate of the average industrial production
ndex for quarter 𝑡 + 1. Accordingly, we designate a forecast revision
s an upward (a downward) revision if it is positive (negative). Please
efer to Bordalo et al. (2020) for an in-depth description. In particular,
he forecast revision for quarter 𝑡 is available in real-time as the SPF is
ypically published during quarter 𝑡 (Bordalo et al., 2020; Han, 2021).

e also note that the main results are robust to using alternative
easures of macro productivity forecast revisions.8

Forecast revisions are crucial to equity valuations. Using different
urvey forecasts, De la and Myers (2021) and Bordalo et al. (2022)
oth conclude that (revisions in) subjective cash flow growth expec-
ations explain most movements in the unexpected returns. Motivated
y their findings, we hypothesize that forecast revisions of aggregate
roductivity can lead to forecast revisions of firms’ earnings growth and
hus induce potential mispricing at both the firm level and the portfolio
evel.

To understand how investors update beliefs about aggregate produc-
ivity, Fig. 1 plots the revisions in IPG expectations over time, with the
haded bars representing NBER recessions. Expectations are constantly
evised over time. In addition, it appears that investors revise IPG

7 We use forecast revisions for IPG rather than for real GDP growth because
i) IPG is less affected by developments in the financial industry that we
xclude from anomaly construction, (ii) IPG is heavily studied in asset pricing
iterature (e.g., Chen et al., 1986 and Shen et al., 2017), and (iii) real GDP
orecasts before 1992 are actually for real GNP and contain statistical noise.
n addition, we do not use forecast revisions for CPI because its implications
or productivity and asset prices are mixed: CPI could rise because of either
tronger consumer demand or lower production. Consistently, we show in
able A6 in the Appendix that the predictive power remains when using
evisions in real GDP growth forecasts but vanishes when using revisions in
PI forecasts.

8 In addition to IPG forecast revisions, we verify that our main results are
alid when using proxies for TFP forecast revisions in Table A1, unemployment
ate forecast revisions in Table A2, the principal component of different
orecast revisions in Table A3, and longer horizon macroeconomic forecasts
n Table A4.
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Table 3
Summary statistics for key variables.
The table displays the summary statistics. Panel A reports summary information of the key variables. Frev_IPG is the revision in consensus forecast of one-quarter-
ahead industrial production growth from the Survey of Professional Forecasters, computed following Bordalo et al. (2020). Up_IPG is the indicator of an upward
revision in expectations of one-quarter-ahead industrial production growth. Mktrf is the value-weighted return on the CRSP portfolio of US stocks in excess of
the risk-free rate. SMB, HML, RMW, and CMA are the Fama and French (2015) size, value, profitability, and investment factors, respectively. Mktrf, SMB, HML,
RMW, and CMA are from Kenneth French’s website and compounded to quarterly percentages using monthly data. Sentiment is the quarterly average Baker
and Wurgler (2006) investor sentiment index, taken from Jeffrey Wurgler’s website. 𝜌 is the first-order autocorrelation coefficient. Panel B reports the pairwise
correlations between the time series, with 𝑝-values displayed in brackets. The sample is quarterly and spans from 1969Q1 to 2019Q4.

Panel A: Summary information

Obs Mean Std. Dev. Median Min Max 𝜌

Frev_IPG 204 −0.28 0.90 −0.12 −5.05 1.74 0.35
Up_IPG 204 0.41 0.49 0.00 0.00 1.00 0.28
Mktrf 204 1.65 8.60 2.69 −26.46 23.17 0.05
SMB 204 0.38 5.38 −0.12 −12.38 16.52 −0.06
HML 204 0.96 5.99 0.57 −16.83 27.96 0.13
RMW 204 0.89 4.29 0.62 −14.60 27.00 0.12
CMA 204 0.93 4.07 0.24 −7.95 20.03 0.08
Sentiment 204 0.02 0.97 −0.01 −2.38 3.03 0.95

Panel B: Pairwise correlations

Frev_IPG Mktrf SMB HML RMW CMA Sentiment

Frev_IPG 1.00

Mktrf 0.03 1.00
[0.69]

SMB −0.07 0.41 1.00
[0.30] [0.00]

HML 0.06 −0.32 0.01 1.00
[0.38] [0.00] [0.91]

RMW 0.01 −0.28 −0.19 0.10 1.00
[0.87] [0.00] [0.01] [0.16]

CMA 0.03 −0.42 −0.09 0.75 0.08 1.00
[0.72] [0.00] [0.22] [0.00] [0.27]

Sentiment −0.02 −0.10 −0.15 0.11 0.26 0.09 1.00
[0.73] [0.15] [0.04] [0.13] [0.00] [0.18]
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expectations downward at the onset of economic recessions. However,
some periods (e.g., 1984Q4) are not identified as recessions but still
experienced large downward revisions in productivity expectations.

2.5. Summary statistics

Summary statistics for the key variables are presented in Table 3
Panel A. In addition to forecast revisions, we report the summary
statistics for the SMB, HML, RMW, and CMA factors taken from Kenneth
French’s website as the corresponding underlying anomalies are the
focus of our study.

The mean IPG forecast revisions is –0.28%, which is statistically
indistinguishable from zero. Moreover, IPG forecast revisions are not
very persistent. Panel A shows that the first-order autocorrelation of
IPG forecast revisions is 0.35, much smaller than the persistence of
the Baker and Wurgler (2006) investor sentiment index (0.95), another
leading anomaly predictor. The indicator of an upward IPG forecast
revision is even less persistent (autocorrelation = 0.28). This low per-
sistence implies that predictive regressions with forecast revisions are
less prone to small sample bias for persistent predictors (Stambaugh,
1999).

Table 3 Panel B reports the pairwise correlations. IPG forecast re-
visions are materially uncorrelated with the Baker and Wurgler (2006)
investor sentiment index, suggesting that investors’ perceptions of ag-
gregate productivity are not mere manifestations of stock market sen-
timent. We further compare the predictive ability of forecast revi-
sions and investor sentiment in the next section and document their
differences.

3. Main empirical findings

In this section, we perform a two-regime portfolio analysis and
present the main empirical findings. Then we use predictive regressions
to rule out compounding economic factors.
 f
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3.1. Average returns following upward and downward forecast revisions

We begin the empirical analysis by investigating the average returns
following upward and downward forecast revisions. This classification
method follows Baker and Wurgler (2006), who use a sentiment index
to classify high- and low-sentiment periods.9 The upward and down-
ward forecast revisions offer a natural two-regime experiment that
avoids the potential forward-looking bias incurred by the common prac-
tice that splits the sample based on unconditional percentiles. Specifi-
cally, we estimate the average returns following upward and downward
revisions as estimates of 𝑎𝑈 and 𝑎𝐷 in the following regression:

𝑅𝑡+1 = 𝑎𝑈 ⋅ 𝟏𝑈,𝑡 + 𝑎𝐷 ⋅ 𝟏𝐷,𝑡 + 𝜖𝑡+1, (5)

where 𝟏𝑈,𝑡 and 𝟏𝐷,𝑡 are, respectively, indicators for quarters with up-
ard and downward revisions in expectations of industrial production
rowth, and 𝑅𝑡+1 is the excess return on the long leg, the short leg, or
he difference.

Table 4 reports the average portfolio returns for various anoma-
ies across upward and downward forecast revision regimes. Panel A
eports results for anomalies with more financially constrained short
egs (i.e., profitability, quality, distress, and low-risk anomalies), and
anel B reports results for anomalies with more financially constrained
ong legs (i.e., value, investment, and size anomalies). Since size, value,
rofitability, and investment anomalies are the underlying basis for the
rominent Fama and French (2015) five-factor model, we discuss the
ffect of IPG forecast revisions on these anomalies in more detail below.
n Panel A, for example, the ROA anomaly spread is 2.84% per quarter
ollowing upward IPG forecast revisions, with a 𝑡-statistic of 3.74.
onversely, the ROA anomaly spread is –0.72% per quarter following
ownward IPG forecast revisions. Thus, the ROA anomaly is much

9 See also Stambaugh et al. (2012), Birru (2018), and Chen et al. (2023)
or two-regime analyses in anomaly prediction.
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Table 4
Anomaly returns and productivity forecast revisions.
The table reports the average quarterly excess returns for anomalies following upward and downward revisions in expectations of industrial production growth (IPG). The average
returns following upward and downward forecast revisions are estimates of 𝑎𝑈 and 𝑎𝐷 in the regression

𝑅𝑡+1 = 𝑎𝑈 ⋅ 𝟏𝑈,𝑡 + 𝑎𝐷 ⋅ 𝟏𝐷,𝑡 + 𝜖𝑡+1 ,
here 𝟏𝑈,𝑡 and 𝟏𝐷,𝑡 are, respectively, indicators for quarters with upward and downward revisions in IPG expectations from the SPF survey, and 𝑅𝑡+1 is the excess return on the

ong leg, the short leg, or the difference. Panel A reports results for anomalies with more financially constrained short legs, and Panel B reports results for anomalies with more
inancially constrained long legs. 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the return to the portfolio that equally combines the anomalies in each panel. The sample period spans from 1969Q1 to 2019Q4 for
ll but the failure probability anomaly (FProb), whose data begin in 1976Q1. Newey–West eight-lag adjusted 𝑡-statistics are reported in parentheses.
Anomaly Long leg Short leg Long-Short

Up Down Up–Down Up Down Up–Down Up Down Up–Down

Panel A: Short leg more financially constrained
ROA 1.11 2.53 −1.42 −1.73 3.25 −4.97 2.84 −0.72 3.55

(1.14) (2.95) (−1.13) (−1.23) (2.53) (−2.70) (3.74) (−0.89) (3.61)
ROE 0.99 2.59 −1.61 −1.49 3.85 −5.34 2.48 −1.26 3.74

(1.09) (2.95) (−1.30) (−1.06) (3.00) (−2.89) (2.86) (−1.40) (3.50)
OP 1.27 2.45 −1.18 −2.71 2.53 −5.24 3.97 −0.08 4.06

(1.25) (2.78) (−0.90) (−2.11) (1.97) (−2.98) (5.47) (−0.10) (4.49)
Quality 1.71 2.82 −1.11 −2.47 2.43 −4.90 4.18 0.39 3.79

(1.74) (3.37) (−0.90) (−1.78) (1.79) (−2.64) (4.99) (0.40) (3.27)
FProb 1.82 3.00 −1.18 −3.65 3.30 −6.96 5.48 −0.30 5.78

(1.90) (3.49) (−0.89) (−1.97) (1.92) (−2.98) (4.08) (−0.21) (3.37)
O-Score 0.86 2.34 −1.49 −1.88 3.65 −5.53 2.73 −1.31 4.04

(0.81) (2.68) (−1.10) (−1.49) (2.75) (−3.04) (3.36) (−1.64) (3.78)
TV 1.29 1.78 −0.49 −2.71 1.87 −4.58 4.00 −0.09 4.09

(1.94) (2.45) (−0.53) (−1.84) (1.23) (−2.18) (3.49) (−0.07) (2.53)
IVOL 1.43 2.02 −0.59 −2.65 1.52 −4.18 4.08 0.50 3.58

(2.21) (2.63) (−0.59) (−1.87) (1.03) (−2.09) (3.50) (0.41) (2.34)
Average 1.26 2.39 −1.13 −2.46 2.74 −5.20 3.73 −0.35 4.07

(1.48) (2.94) (−0.98) (−1.84) (2.05) (−2.84) (4.90) (−0.38) (3.97)
Panel B: Long leg more financially constrained

BM 0.51 4.34 −3.83 0.79 2.10 −1.31 −0.28 2.24 −2.52
(0.58) (3.60) (−2.37) (0.75) (2.14) (−0.92) (−0.28) (2.11) (−2.02)

LTR −0.58 4.61 −5.19 1.06 2.46 −1.41 −1.63 2.15 −3.78
(−0.54) (3.41) (−2.82) (0.87) (2.31) (−0.86) (−2.01) (1.85) (−3.31)

IA −0.34 4.20 −4.54 0.20 1.91 −1.72 −0.53 2.29 −2.82
(−0.38) (3.96) (−3.16) (0.17) (1.94) (−1.12) (−0.76) (3.25) (−3.19)

SIZE −1.70 4.70 −6.40 1.05 2.03 −0.97 −2.75 2.67 −5.43
(−1.51) (3.74) (−3.72) (1.27) (2.49) (−0.88) (−3.32) (2.54) (−5.11)

Average −0.53 4.46 −4.99 0.77 2.13 −1.35 −1.30 2.34 −3.64
(−0.58) (3.89) (−3.19) (0.75) (2.28) (−0.97) (−2.13) (2.78) (−4.73)
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stronger following upward revisions in IPG expectations than following
downward revisions. Interestingly, most of the predictive power for
profitability, quality, distress, and low-risk anomalies is derived from
the short leg, suggesting that low-profitability firms, low-quality firms,
financially distressed firms, and risky firms face more financial frictions
and are more sensitive to changes in investors’ perceptions. The last
column reports the difference in the ROA anomaly spread between
upward and downward IPG forecast revisions, which is 3.55% per
quarter (𝑡-statistic = 3.61). Considering that the average ROA anomaly
spread is only 0.77% per quarter, the 3.55% difference is also of
economic significance.

For the remaining profitability, quality, distress, and low-risk
anomalies, we also observe that the short legs earn significantly lower
returns following upward IPG forecast revisions than following down-
ward revisions. As indicated at the bottom of Panel A, the average
return spread of profitability, quality, distress, and low-risk anomalies
is 3.73% per quarter following upward IPG forecast revisions and
–0.35% per quarter following downward revisions.

The results for value, investment, and size anomalies reveal the
opposite predictive power of IPG forecast revisions. Table 4 Panel B
shows that the BM anomaly spread is –0.28% per quarter following
upward IPG forecast revisions; conversely, it is 2.24% per quarter
following downward revisions, implying a difference of –2.52% (𝑡-
tatistic = –2.02). This variation in the BM premium is mainly derived
rom the more financially constrained long leg, which earns 0.51% per
uarter following upward IPG forecast revisions and 4.34% per quarter
ollowing downward revisions. We observe a similar pattern among the
TR, IA, and SIZE anomalies. For example, the size anomaly spread is
2.75% per quarter following upward IPG forecast revisions and 2.67%
er quarter following downward revisions. This evidence is consistent
8 
ith the conjecture that value, low-investment, and small firms that
ace more financial frictions tend to experience more severe financial
onstraints and undervaluation when investors turn pessimistic about
uture productivity.

Since data on TFP growth forecasts are not available, we use IPG
orecasts as substitutes. Relevant theoretical models, such as Bordalo
t al. (2021), Gulen et al. (2023), and Deng (2023), assume that in-
estors extrapolate TFP growth and verify their assumptions using data
n earnings growth forecasts due to the lack of TFP forecasts. In addi-
ion, other earlier studies such as Gourio (2006), Imrohoroglu and Tuzel
2014), and Novy-Marx (2013) proxy for the unobserved productivity
ith measures related to earnings or cash flow. Therefore, constrained
y the availability of a long time series of TFP growth forecasts, we also
dopt IPG forecasts as our imperfect proxy.10 In addition to using IPG
xpectations to proxy for aggregate productivity, we use expectations
f the unemployment rate (UR) as a robustness check in Table A2.
he profitability, quality, distress, and low-risk anomalies are more
ronounced following downward UR forecast revisions; conversely,
alue, investment, and size anomalies are more pronounced following

10 In Table A1, we construct an alternative proxy for TFP forecast revisions,
𝐹𝑟𝑒𝑣_𝑇𝐹𝑃2,𝑡. As investors make forecast revisions in response to shocks in
expectations, we project the IPG forecast revisions on the TFP shock and its lag
to filter out TFP forecast revisions. We then calculate 𝐹𝑟𝑒𝑣_𝑇𝐹𝑃2,𝑡 as the fitted
values of projecting IPG forecast revisions onto the realized TFP shock and
its lag. The TFP shock is determined by modeling TFP growth as an AR(1)
process and taking the residual. The fitted value may be less susceptible to
shocks that are not related to aggregate productivity and can thus serve as
a proxy for investors’ TFP forecast revisions. The results of this approach are

reported in columns (4) to (6) of Table A1 and are qualitatively similar.



W. He et al.

w
i
f
1

Journal of Financial Economics 162 (2024) 103952 
Table 5
CAPM-adjusted anomaly returns and productivity forecast revisions.
The table reports the average quarterly CAPM-adjusted returns for anomalies following upward and downward revisions in expectations of industrial production growth (IPG). The
average returns following upward and downward forecast revisions are estimates of 𝑎𝑈 and 𝑎𝐷 in the regression

𝑅𝑡+1 = 𝑎𝑈 ⋅ 𝟏𝑈,𝑡 + 𝑎𝐷 ⋅ 𝟏𝐷,𝑡 + 𝑏 ⋅𝑀𝑘𝑡𝑟𝑓𝑡+1 + 𝜖𝑡+1 ,
here 𝟏𝑈,𝑡 and 𝟏𝐷,𝑡 are, respectively, indicators for quarters with upward and downward revisions in IPG expectations from the SPF survey, 𝑀𝑘𝑡𝑟𝑓𝑡+1 is the market factor, and 𝑅𝑡+1

s the excess return on the long leg, the short leg, or the difference. Panel A reports results for anomalies with more financially constrained short legs, and Panel B reports results
or anomalies with more financially constrained long legs. 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the return to the portfolio that equally combines the anomalies in each panel. The sample period spans from
969Q1 to 2019Q4 for all but the failure probability anomaly (FProb), whose data begin in 1976Q1. Newey–West eight-lag adjusted 𝑡-statistics are reported in parentheses.
Anomaly Long leg Short leg Long-Short

Up Down Up–Down Up Down Up–Down Up Down Up–Down

Panel A: Short leg more financially constrained
ROA 0.44 0.11 0.33 −2.70 −0.27 −2.43 3.14 0.38 2.75

(1.10) (0.31) (0.72) (−4.05) (−0.37) (−2.87) (4.62) (0.48) (3.10)
ROE 0.31 0.14 0.17 −2.46 0.33 −2.80 2.77 −0.19 2.97

(0.94) (0.39) (0.42) (−3.41) (0.44) (−3.08) (3.47) (−0.21) (3.00)
OP 0.60 0.02 0.57 −3.63 −0.79 −2.83 4.22 0.82 3.41

(1.37) (0.06) (1.20) (−5.91) (−1.16) (−4.06) (6.03) (1.01) (4.05)
Quality 1.06 0.46 0.59 −3.47 −1.19 −2.28 4.53 1.65 2.88

(2.56) (1.34) (1.23) (−5.40) (−1.63) (−2.64) (5.91) (1.88) (2.76)
FProb 0.87 0.37 0.50 −5.49 −1.77 −3.72 6.36 2.15 4.21

(1.95) (1.42) (0.93) (−5.79) (−1.52) (−2.91) (5.68) (1.73) (2.77)
O-Score 0.18 −0.13 0.30 −2.86 0.09 −2.95 3.03 −0.22 3.25

(0.36) (−0.37) (0.59) (−4.75) (0.14) (−3.47) (3.67) (−0.30) (3.16)
TV 0.82 0.07 0.74 −3.88 −2.35 −1.53 4.70 2.42 2.28

(2.44) (0.23) (2.03) (−4.89) (−2.38) (−1.23) (5.00) (2.01) (1.63)
IVOL 0.92 0.16 0.75 −3.77 −2.53 −1.24 4.69 2.69 2.00

(2.58) (0.57) (1.89) (−4.57) (−2.69) (−1.00) (4.74) (2.32) (1.40)
Average 0.64 0.15 0.49 −3.50 −1.00 −2.49 4.14 1.15 2.99

(2.20) (0.56) (1.49) (−6.20) (−1.40) (−3.20) (6.43) (1.36) (3.44)
Panel B: Long leg more financially constrained

BM −0.21 1.71 −1.92 0.06 −0.55 0.61 −0.28 2.26 −2.53
(−0.35) (2.08) (−2.07) (0.13) (−1.37) (1.17) (−0.28) (2.08) (−2.02)

LTR −1.46 1.43 −2.89 0.22 −0.57 0.79 −1.68 2.00 −3.68
(−2.34) (1.43) (−3.01) (0.46) (−1.29) (1.21) (−2.04) (1.76) (−3.25)

IA −1.09 1.47 −2.56 −0.68 −1.27 0.59 −0.41 2.73 −3.14
(−2.44) (2.72) (−4.50) (−1.39) (−2.47) (0.89) (−0.60) (3.51) (−3.54)

SIZE −2.60 1.44 −4.04 0.45 −0.16 0.61 −3.05 1.60 −4.65
(−3.80) (1.49) (−4.21) (1.71) (−0.79) (2.76) (−3.55) (1.42) (−4.56)

Average −1.34 1.51 −2.85 0.01 −0.64 0.65 −1.35 2.15 −3.50
(−2.98) (2.08) (−4.26) (0.03) (−2.15) (1.60) (−2.12) (2.50) (−4.59)
upward UR forecast revisions. We provide further robustness checks
using a composite measure of perceived macroeconomic conditions.
Specifically, we form a composite index for perceived macroeconomic
conditions based on the first principal component of IPG forecast
revisions, the negative of UR forecast revisions, and real GDP growth
forecast revisions. We then split the sample into positive and negative
subsamples based on this composite index and find similar results
(Table A3).

We perform additional analysis in Table 5 by replacing excess
returns with CAPM-adjusted returns in Eq. (5). The results in Table 5
indicate that the predictive ability of IPG forecast revisions remains
robust when we perform the two-regime analysis based on CAPM-
adjusted returns. The average CAPM alpha of profitability, quality,
distress, and low-risk anomalies is 4.14% per quarter following upward
IPG forecast revisions and 1.15% per quarter following downward
revisions. On the other hand, the average CAPM alpha of value, invest-
ment, and size anomalies is –1.35% per quarter following upward IPG
forecast revisions and 2.15% per quarter following downward revisions.
As shown, this two-regime pattern remains robust when using CAPM
alphas. Finally, note that we do not use Fama and French (2015) five-
factor adjusted returns to perform the two-regime analysis. This is
because the underlying factors, such as SMB, HML, RMW, and CMA, are
themselves the object of this study and exhibit a strong two-regime pat-
tern; thus, controlling for them would make the results uninterpretable.
Earlier related studies also avoid adjusting for underlying factors. For
example, Cassella et al. (2022) report CAPM alpha since they focus on
the value premium. Similarly, Baker and Wurgler (2006) exclude SMB
and HML from their factors when size and value are the portfolios being
forecasted by sentiment.
9 
In summary, the results of the two-regime analysis suggest that revi-
sions in aggregate productivity forecasts positively predict profitability,
quality, distress, and low-risk anomalies but negatively predict value,
investment, and size anomalies. Similar to Stambaugh et al. (2012), we
do not provide explanations for unconditional anomaly returns in the
first place. Rather, we study how the conditional anomaly returns vary
with revisions in expectations of macroeconomic conditions.

3.2. Predictive regressions

The two-regime analysis in the previous section provides intuitive
and easy-to-interpret results. In this section, we proceed with predictive
regressions, which help to not only strengthen the previous findings on
anomaly predictability but also rule out compounding economic factors
and alternative explanations at the same time.

We begin by considering the following standard predictive regres-
sion:

𝑅𝑡+1 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝛾𝑀𝑘𝑡𝑟𝑓𝑡+1 + 𝜖𝑡+1, (6)

where 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is the IPG forecast revisions, 𝑀𝑘𝑡𝑟𝑓𝑡+1 is the market
factor, and 𝑅𝑡+1 is the excess return on the long leg, the short leg,
or the difference. The estimation results are presented in Table 6 and
are in line with the two-regime analysis in Table 4. The bottom of
Table 6 Panel A shows that a one-standard-deviation increase in IPG
forecast revisions is associated with a 0.89% decrease in the long legs
of the profitability, quality, distress, and low-risk anomalies. On the
other hand, IPG forecast revisions have much stronger effect on the
short legs of these anomalies. A one-standard-deviation increase in IPG
forecast revisions is associated with a 2.93% decrease in the short
leg of the equally combined portfolio (𝑡-statistic = 1.98). Conversely,
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Fig. 2. Comparing the SPF with the Michigan Consumer Survey and Duke CFO Survey. This figure shows the revisions in expectations of macroeconomic conditions from
different surveys, which are standardized to have zero mean and unit variance. The solid line plots the revisions in expectations of one-quarter-ahead industrial production growth
from the SPF. The dashed line plots the relative score for business conditions expected during the next year minus the relative score for business conditions expected during the
next five years, surveyed two years ago from the Michigan Consumer Survey. The dash-dotted line plots the average optimism level about the US economy minus that surveyed
two years ago from the Duke CFO Survey. The sample size depends on availability. Shaded bars indicate NBER recessions.
Panel B shows that IPG forecast revisions have stronger effects on the
long legs of value, investment, and size anomalies than their short
legs. As shown in the bottom of Panel B, a one-standard-deviation
increase in IPG forecast revisions leads to a 3.27% (0.99%) decrease
in the long leg (short leg) of the equally combined portfolio of value,
investment, and size anomalies. In addition, when the market factor
is included in the regression, the coefficients on IPG forecast revi-
sions are slightly lower but remain statistically significant. Overall, the
results suggest that macroeconomic perceptions have stronger effects
on the financially constrained (unprofitable, low-quality, distressed,
risky, value, low-investment, and small) firms, consistent with our
financial-constraint-based explanation.

In the Appendix, we further analyze the robustness of anomaly
predictability by revisions in expectations of aggregate productivity.
First, using revisions of longer horizon forecasts from the SPF reaches
similar conclusion (Table A4), which is not surprising as productivity
forecasts for different horizons are highly correlated. Second, we find
that the predictive power is not limited to the SPF, which surveys pro-
fessional macroeconomic forecasters. As shown in Fig. 2, professional
forecasters, households, and corporate managers tend to revise their
expectations of aggregate productivity in lockstep. Table A5 further
shows that the revisions in expectations of future business conditions
or the country’s overall economy, as reported by the households in the
Michigan Survey of Consumers and managers in the Duke CFO Survey,
yield similar results in predicting anomalies. Third, we experiment with
forecast revisions for alternative macro variables. Table A6 shows that
the predictive power remains when using revisions in real GDP growth
forecasts but vanishes when using revisions in CPI forecasts. This is as
expected since increases in inflation could be either good or bad news
of macroeconomic conditions. These tests provide further evidence that
our baseline result is driven by perceptions of aggregate productivity
rather than by perceptions of inflation.

We next consider the bivariate predictive regressions that control
for other prominent anomaly predictors:

𝑅𝑡+1 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝛾𝑧𝑡 + 𝜖𝑡+1, (7)

where 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is the IPG forecast revisions, 𝑧𝑡 is the control variable,
and 𝑅𝑡+1 is the excess return on the long leg, the short leg, or the
difference. Table 7 presents the estimation results for the bivariate
predictive regressions. We detail the selection of the control variables
below.
10 
Previous studies suggest that investor sentiment can predict many
anomalies (Baker and Wurgler, 2006; Stambaugh et al., 2012). Fol-
lowing favorable macroeconomic shocks, investors may revise their
productivity expectations upward and become too optimistic in the
meantime (i.e., elevated investor sentiment). To account for this possi-
bility, we control for the Baker and Wurgler (2006) investor sentiment
index and report the results in columns (1) and (2) of Table 7. As
shown, the coefficients on sentiment are insignificant when predicting
value and investment anomalies. However, the coefficients on IPG
forecast revisions remain similarly significant. One could view investor
sentiment as a broad concept related to misperception (Baker and
Wurgler, 2006), whereas the revisions in expectations of aggregate
productivity have more concrete economic interpretations. As previ-
ously shown in Table 3 Panel B, IPG forecast revisions are statistically
uncorrelated with investor sentiment, indicating that they are relatively
orthogonal variables in predicting anomaly returns. Thus, the results
above indicate that macroeconomic productivity expectations contain
information beyond stock market sentiment. More important, Stam-
baugh et al. (2012) suggest that investor sentiment should positively
predict all anomalies as mispricing tends to be more severe during high-
sentiment periods than during low-sentiment periods because of short-
sale impediments. However, IPG forecast revisions positively predict
profitability, quality, distress, and low-risk anomalies and negatively
predict value, investment, and size anomalies.

The inverse of the surplus consumption ratio has been used as
a proxy for effective risk aversion (Campbell and Cochrane, 1999;
Wachter, 2006). Following Wachter (2006), we compute the surplus
consumption ratio as the history of the average past real consumption
growth rate. Upward IPG forecast revisions may coincide with low
effective risk aversion. Hence, if an anomaly is driven by risk, then the
surplus consumption ratio should negatively predict its returns. To rule
out the possibility that the predictive power of IPG forecast revisions
derives from its correlation with the surplus consumption ratio, we
include the surplus ratio in the bivariate regression of Eq. (7). Columns
(3) and (4) of Table 7 show that the coefficient on the surplus consump-
tion ratio is either insignificant or has the wrong sign. Moreover, after
including the surplus consumption ratio, IPG forecast revisions remain
significant. Under a fully rational framework, the potential positive
correlation between IPG forecast revisions and the surplus consumption
ratio would imply that IPG forecast revisions should predict all the
anomaly returns with the same negative sign. However, we find that
IPG forecast revisions positively predict profitability, quality, distress,
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Table 6
Predictive regressions.
The table reports estimates of 𝛽 in the following predictive regression:

𝑅𝑡+1 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝛾𝑀𝑘𝑡𝑟𝑓𝑡+1 + 𝜖𝑡+1 ,
where 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is the revision in expectations of industrial production growth from the SPF survey, 𝑀𝑘𝑡𝑟𝑓𝑡+1 is the market factor, and 𝑅𝑡+1
is the quarterly excess return on the long leg, the short leg, or the difference. Panel A reports results for anomalies with more financially
constrained short legs, and Panel B reports results for anomalies with more financially constrained long legs. 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the return to the
portfolio that equally combines the anomalies in each panel. Columns (1) to (3) report results for excess returns, and columns (4) to (6) report
results for CAPM-adjusted returns. All regressions include standardized independent variables with zero mean and unit variance. The sample
period spans from 1969Q1 to 2019Q4 for all but the failure probability anomaly (FProb), whose data begin in 1976Q1. Newey–West eight-lag
adjusted 𝑡-statistics are reported in parentheses.

Anomaly Excess return CAPM alpha

Long leg Short leg Long-Short Long leg Short leg Long-Short
(1) (2) (3) (4) (5) (6)

Panel A: Short leg more financially constrained
ROA −1.07 −2.71 1.64 0.02 −1.12 1.14

(−1.44) (−2.53) (3.06) (0.09) (−2.41) (2.44)
ROE −1.11 −3.09 1.98 −0.00 −1.51 1.50

(−1.25) (−2.53) (3.27) (−0.01) (−3.16) (2.77)
OP −1.02 −2.63 1.60 0.07 −1.12 1.19

(−1.33) (−2.37) (3.00) (0.33) (−3.31) (2.76)
Quality −1.03 −2.87 1.83 0.03 −1.24 1.27

(−1.52) (−1.95) (1.88) (0.10) (−2.29) (1.75)
FProb −0.34 −2.67 2.32 0.14 −1.73 1.86

(−0.60) (−1.27) (1.24) (0.39) (−1.39) (1.24)
O-Score −1.07 −2.90 1.82 0.04 −1.29 1.33

(−1.45) (−1.95) (2.07) (0.18) (−2.66) (2.12)
TV −0.48 −2.97 2.49 0.29 −1.07 1.37

(−0.88) (−1.49) (1.46) (1.22) (−1.08) (1.13)
IVOL −0.50 −2.83 2.33 0.34 −1.01 1.35

(−0.92) (−1.49) (1.48) (1.49) (−1.08) (1.19)
Average −0.89 −2.93 2.04 0.13 −1.24 1.37

(−1.31) (−1.98) (2.11) (0.65) (−2.19) (1.99)
Panel B: Long leg more financially constrained

BM −2.33 −0.88 −1.45 −1.15 0.32 −1.47
(−1.96) (−0.90) (−2.42) (−2.26) (0.99) (−2.30)

LTR −4.24 −0.85 −3.39 −2.83 0.53 −3.35
(−2.39) (−0.82) (−3.20) (−3.37) (1.37) (−3.34)

IA −2.74 −1.51 −1.23 −1.51 −0.08 −1.43
(−2.42) (−1.19) (−3.13) (−4.02) (−0.19) (−3.73)

SIZE −3.77 −0.70 −3.06 −2.30 0.28 −2.59
(−2.63) (−0.98) (−3.65) (−4.08) (2.85) (−4.14)

Average −3.27 −0.99 −2.28 −1.95 0.26 −2.21
(−2.41) (−1.00) (−4.25) (−3.87) (1.04) (−4.33)
and low-risk anomalies and negatively predict value, investment, and
size anomalies.

In addition, previous literature documents that anomaly return
volatility (Moreira and Muir, 2017), anomaly value spread (Cohen
et al., 2003), degree of extrapolative weighting (He et al., 2023), and
return dispersion (Stivers and Sun, 2010) can predict anomaly returns.
We thus also control for these anomaly predictors in turn and reach
similar conclusion, as evidenced in the remaining columns of Table 7.

IPG forecast revisions could closely track the realized productivity
shocks. In Bayesian updating, investors revise their expectations toward
the new signals based on the shocks that they receive, with the learning
rate being the signal-to-noise ratio. However, survey evidence (e.g.,
Bordalo et al., 2019, 2021) shows that investors tend to exaggerate the
learning rate relative to Bayesian updating, suggesting an overreaction.
It is hence interesting to compare the predictive ability of forecast
revisions and realized shocks. If anomaly returns are driven by realized
macroeconomic shocks rather than by forward-looking macroeconomic
beliefs, then realized shocks should subsume the predictive power of
forecast revisions.11

11 To provide a fair comparison, we collect initial releases from the
eal-Time Data Set for Macroeconomists at the Federal Reserve Bank of
hiladelphia to construct the realized industrial production growth rate.
ollowing Lochstoer and Tetlock (2020), we then proxy for the realized
roductivity shocks as the residuals of modeling industrial production growth

s an AR(1) process.

11 
We report the results in Table A7 by estimating equation (7) with
realized productivity shocks as controls. We observe two main patterns.
First, when using realized productivity shocks in univariate predic-
tive regressions, their coefficients are insignificant, demonstrating little
predictive power for the anomalies. Second, when used in bivariate
regressions, the coefficients on realized productivity shocks even flip
signs in several cases. In contrast, the coefficients on IPG forecast
revisions remain statistically significant. Thus, the horse race regression
results indicate that forward-looking investor perceptions, rather than
realized outcomes, drive the time variation in anomaly returns.

To further test whether these anomalies are explained by macroe-
conomic risk, we control for a host of 16 macro predictors in Table A8.
Specifically, we include the 15 equity premium predictors studied
in Welch and Goyal (2008), along with the economic uncertainty
index (UNC) of Jurado et al. (2015).12 In line with Table 6, we still
find that IPG forecast revisions predict stronger profitability, quality,
distress, and low-risk anomalies but weaker value, investment, and
size anomalies. However, the coefficients for the macro variables are
generally insignificant at conventional significance levels, indicating a

12 Table A8 controls for the lagged 16 macro predictors in turn: log dividend
price ratio (DP), log dividend yield (DY), log earnings-price ratio (EP), log
dividend–payout ratio (DE), stock variance (SVAR), cross-sectional premium
(CSP), book-to-market ratio (BM), net equity issuance (NTIS), Treasury bill
rate (TBL), long-term yield (LTY), long-term return (LTR), term spread (TMS),
default yield spread (DFY), default return spread (DFR), inflation (INFL), and

economic uncertainty index (UNC).
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Table 7
Predictive regressions: Controlling for confounding variables.
The table reports estimates of 𝛽 and 𝛾 in the following bivariate predictive regression:

𝑅𝑡+1 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝛾𝑧𝑡 + 𝜖𝑡+1 ,
where 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is the revision in expectations of industrial production growth, 𝑧𝑡 is the control variable, and 𝑅𝑡+1 is the quarterly excess return on the long-short
anomalies. The control variable 𝑧𝑡 is the average Baker and Wurgler (2006) investor sentiment index in columns (1) and (2), the surplus consumption ratio
calculated following Wachter (2006) in columns (3) and (4), the Cassella and Gulen (2018) degree of extrapolative weighting (DOX) in columns (5) and (6), the
Stivers and Sun (2010) return dispersion in columns (7) and (8), the anomaly’s value spread [log(BM)long − log(BM)short] in columns (9) and (10), and the realized
volatility of daily anomaly returns in columns (11) and (12). All regressions include standardized independent variables with zero mean and unit variance. Panels
A and C (Panels B and D) report results for anomalies with more financially constrained short legs (long legs). 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the portfolio that equally combines the
anomalies in each panel. The sample period spans from 1969Q1 to 2019Q4, and the DOX data, obtained from Cooper et al. (2024), ends in 2018Q4. Newey–West
eight-lag adjusted 𝑡-statistics are reported in parentheses.
𝑧𝑡 = Sentiment Surplus ratio DOX

𝛽 𝛾 𝛽 𝛾 𝛽 𝛾
(1) (2) (3) (4) (5) (6)

Panel A: Short leg more financially constrained
ROA 1.69 2.25 1.66 0.51 1.70 0.21

(3.32) (4.29) (3.02) (0.89) (3.26) (0.25)
ROE 2.03 2.27 1.99 0.36 2.06 0.30

(3.49) (3.86) (3.22) (0.65) (3.38) (0.31)
OP 1.65 1.98 1.60 0.04 1.57 −0.11

(3.50) (5.11) (2.95) (0.07) (2.93) (−0.17)
Quality 1.89 2.41 1.85 0.28 1.92 0.28

(2.31) (4.70) (1.86) (0.39) (2.08) (0.33)
FProb 2.92 5.52 2.35 0.55 2.72 1.13

(1.68) (4.48) (1.23) (0.41) (1.48) (0.84)
O-Score 1.87 2.01 1.85 0.71 1.79 −0.10

(2.62) (3.88) (2.03) (1.20) (2.14) (−0.16)
TV 2.58 3.40 2.54 0.96 2.77 0.98

(1.71) (4.17) (1.45) (1.24) (1.75) (0.82)
IVOL 2.41 3.17 2.38 1.02 2.52 0.67

(1.75) (3.93) (1.47) (1.38) (1.69) (0.56)
Average 2.11 2.65 2.07 0.56 2.16 0.40

(2.56) (4.86) (2.07) (0.90) (2.38) (0.45)
Panel B: Long leg more financially constrained

BM −1.46 −0.46 −1.41 0.97 −1.07 1.36
(−2.46) (−0.63) (−2.42) (1.30) (−1.53) (1.80)

LTR −3.41 −0.68 −3.36 0.65 −3.04 1.27
(−3.35) (−0.78) (−3.25) (0.88) (−2.50) (1.67)

IA −1.23 0.17 −1.22 0.36 −1.10 0.49
(−3.14) (0.29) (−3.04) (0.81) (−2.35) (0.72)

SIZE −3.11 −1.80 −3.06 0.09 −2.81 0.90
(−4.25) (−2.29) (−3.62) (0.13) (−3.28) (1.20)

Average −2.30 −0.69 −2.26 0.52 −2.00 1.00
(−4.63) (−1.13) (−4.33) (0.94) (−3.17) (1.58)

𝑧𝑡 = Return dispersion Value spread Realized volatility

𝛽 𝛾 𝛽 𝛾 𝛽 𝛾
(7) (8) (9) (10) (11) (12)

Panel C: Short leg more financially constrained
ROA 1.74 0.48 1.50 0.81 1.69 0.65

(2.90) (0.66) (2.64) (1.23) (2.93) (0.81)
ROE 2.02 0.19 1.73 1.16 2.02 0.49

(3.06) (0.21) (2.77) (1.70) (3.16) (0.47)
OP 1.64 0.16 1.57 0.33 1.61 0.06

(2.84) (0.25) (2.90) (0.61) (2.90) (0.09)
Quality 1.81 −0.14 1.63 0.93 1.75 −0.75

(1.83) (−0.14) (1.64) (1.38) (1.90) (−0.97)
FProb 2.25 −0.45 1.84 2.84 2.36 −0.20

(1.23) (−0.23) (1.09) (2.20) (1.20) (−0.09)
O-Score 1.77 −0.27 1.74 0.49 1.77 −0.85

(1.97) (−0.49) (1.95) (0.75) (2.06) (−1.51)
TV 2.39 −0.51 1.97 3.08 2.31 −0.96

(1.40) (−0.31) (1.39) (3.33) (1.35) (−0.50)
IVOL 2.29 −0.19 1.81 3.33 2.30 −0.17

(1.43) (−0.12) (1.46) (3.64) (1.42) (−0.09)
Average 2.02 −0.10 1.60 1.83 2.01 −0.19

(2.03) (−0.09) (1.80) (2.45) (2.02) (−0.16)
Panel D: Long leg more financially constrained

BM −1.19 1.24 −1.44 0.11 −1.39 0.39
(−2.02) (2.27) (−2.36) (0.10) (−2.32) (0.58)

LTR −3.08 1.49 −3.34 0.70 −3.31 0.36
(−2.97) (2.84) (−3.22) (0.67) (−3.00) (0.49)

IA −1.08 0.72 −1.19 0.31 −1.17 0.39
(−2.45) (1.57) (−2.95) (0.65) (−2.66) (0.63)

SIZE −2.72 1.66 −2.92 2.03 −2.86 1.33
(−3.74) (2.75) (−4.45) (3.00) (−3.57) (2.11)

Average −2.02 1.28 −2.18 0.91 −2.16 0.64
(−4.03) (3.05) (−4.25) (1.16) (−3.91) (1.08)
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weak connection between expected anomaly returns and these realized
economic indicators (Cochrane, 2017; Bender et al., 2018; Giglio et al.,
2021).13

Thus far, the results from various predictive regressions deliver the
ame message as the comparisons between upward and downward
orecast revisions in Table 4. More important, these results help ex-
lude purely risk-based explanations since we show that our results
emain largely unchanged after controlling for various proxies for time
ariation in risk aversion, time-varying amount of risk, and business
ycle variables. These control variables have little power in predicting
nomaly returns, or exhibit the opposite sign as implied by rational
heory. In addition, we find little evidence that IPG forecast revisions
redict the anomaly returns by predicting the time-varying betas of
heir constituents (Table A9). We also show in Section 4 that IPG
orecast revisions can predict expectation errors in firms’ long-term
arnings growth, which is hard to reconcile under a rational frame-
ork. These findings, taken together, indicate that the predictive power
f IPG forecast revisions is unlikely driven by effective risk aversion,
arket risk, macroeconomic risk, and macroeconomic uncertainty. It is

till possible that there exist certain ‘‘omitted’’ risks that would explain
ur results. However, the risk-based model needs to explain why the
nconstrained firms (which are on average less risky) become more
isky and thus earn higher returns in good times (i.e., following upward
PG forecast revisions), which also appears to be hard to reconcile.

Recent studies (e.g., Welch and Goyal, 2008) suggest that in-sample
nalysis does not guarantee out-of-sample forecasting ability. We thus
ollow Chen et al. (2022) and assess the predictive performance of IPG
orecast revisions with out-of-sample tests. Table A10 reports the out-
f-sample predictability. We find that 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺 performs significantly

better than the historical average in forecasting the average anomaly
returns. For anomalies with financially constrained short legs, the out-
of-sample 𝑅2 for 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺 is 5.6% (𝑝-value = 0.01) for the expanding-
window approach and 7.5% (𝑝-value = 0.02) for the rolling-window
pproach. Similarly, for anomalies with financially constrained long
egs, the out-of-sample 𝑅2 is 8.3% (𝑝-value < 0.01) for the expanding-
indow approach and 6.8% (𝑝-value < 0.01) for the rolling-window

approach. However, the out-of-sample performance for other predictors
is mixed. For example, the Baker and Wurgler (2006) investor senti-
ment index exhibits stronger (weaker) predictability than the historical
average returns for anomalies with more financially constrained short
(long) legs. Overall, the forecasting power of 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺 compares
favorably with the other predictors, judging by their out-of-sample 𝑅2s,
thereby validating the in-sample performance of 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺.

3.3. Implications for factor investing

Having confirmed the predictive power of IPG forecast revisions,
one might wonder whether we can use the predictive power of macro
forecast revisions to enhance the performance of existing factors. In
this subsection, we propose a factor rotation strategy based on the
direction of the previous quarter’s IPG forecast revisions. Specifically,
the factor rotation strategy invests in an equal combination of prof-
itability, quality, distress, and low-risk anomalies following upward IPG
forecast revisions in the previous quarter, and an equal combination
of value, investment, and size anomalies otherwise. If IPG forecast

13 Since many anomalies are mostly driven by small firms and firm size is
lso related to financial constraints, one might be concerned that our results
re driven by small firms. To alleviate such concern, in untabulated analysis,
e show that our results are robust after controlling for size. In particular, we

irst sort stocks into quintiles according to their size (market capitalization),
nd then within each size quintile, we further divide stocks into quintiles
ased on the anomaly variable. We then take the average value-weighted
xcess returns for each anomaly quintile across size quintiles and form long-
hort anomaly portfolios based on extreme anomaly quintiles. We reach similar

onclusion when using these size-adjusted anomalies.

13 
revisions can predict the anomalies, then this factor rotation strategy
should outperform the original anomalies.

To provide a visual impression, Fig. 3 plots the cumulative excess
portfolio returns to the factor rotation strategy against the cumulative
average returns of profitability, quality, distress, and low-risk anoma-
lies as well as the cumulative average returns of value, investment, and
size anomalies. From this figure, we can see that the factor rotation
strategy earns higher returns than both equal combination strategies.
To further statistically assess the performance, we report the CAPM
alpha, Fama and French (2015) five-factor alpha, and Sharpe ratio for
this factor rotation strategy in the caption of Fig. 3. We find that this
strategy yields a CAPM alpha of 3.18% per quarter (𝑡-statistic = 5.11)
nd a Fama and French (2015) five-factor alpha of 1.93% per quarter
𝑡-statistic = 3.71). This timing ability is remarkable, given that the
orecast revision is free of look-ahead bias and readily available in real-
ime. Thus, the results from this forecasting exercise also contribute to
he burgeoning field of factor timing and smart beta investments.

. Exploring the mechanism

In this section, we empirically assess the source of anomaly pre-
ictability by investigating expectation errors and firm activities. We
irst study a few misperception proxies including long-term earnings
rowth forecast errors, and then financial and real corporate activ-
ties, followed by a further check on the portfolios directly sorted
n various financial constraint indices. Lastly, we attempt to recon-
ile the apparent consensus forecast underreaction with stock price
verreaction.

.1. The stronger impact on financially constrained firms

We have argued that IPG forecast revisions could have stronger
ffects on financially constrained firms. Since the short (long) legs of
he anomalies in Panel A (Panel B) in Table 1 are more financially
onstrained, IPG forecast revisions can predict the anomalies in Panel
(Panel B) with a positive (negative) sign. In this section, we discuss

he potential theoretical underpinnings for the stronger impact of IPG
orecast revisions on financially constrained firms. In the following
ections, we present a further empirical analysis of the mechanisms.

The underlying mechanism is similar to that in the theoretical
nalysis of Deng (2023) and Gulen et al. (2023). Their models provide
he closest theoretical framework for our empirical analysis. Figure 6
f Deng (2023) shows that the interaction between financial frictions
nd extrapolative expectations results in stronger responses to produc-
ivity shocks among financially constrained firms as the feedback from
he financial market affects investment and financing decisions through
he cost of capital. In addition, Gulen et al. (2023) imply that firms
acing more financial frictions should experience larger fluctuations in
esponse to shocks in perceived credit market sentiment. Readers can
efer to these models for details. Below we provide a sketch of their key
rguments.

Intuitively, after favorable shocks such as upward IPG forecast
evisions, extrapolative agents excessively revise upward their expec-
ations of aggregate productivity and become overoptimistic. Firms
nvest and borrow more. A lower perceived default probability due
o optimistic productivity perception improves financing conditions,
urther increasing investment and borrowing. This effect is particularly
trong for financially constrained firms as they are more sensitive to
xternal financing. The key is that extrapolative belief after favorable
hocks could further relax the financial constraints of these constrained
irms. For unconstrained firms, excessive optimism does not have this
ffect since they are already investing at a low financing cost. Thus,
lthough all firms improve during upward forecast revisions, financially
onstrained firms benefit the most due to the additional effects of
elaxed financing conditions and decreased cost of capital. This further
ncreases firm investments, excessively inflating the current stock price.
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Fig. 3. Rotation strategy performance. This figure compares the performance of the factor rotation strategy with the underlying anomalies from 1969Q1 to 2019Q4. Quarterly
APM alpha, quarterly Fama and French (2015) five-factor alpha, and annual Sharpe ratio (SR) are displayed in brackets, with Newey and West (1987) eight-lag adjusted 𝑡-statistics

n parentheses. The solid line plots the cumulative excess returns to the factor rotation strategy [CAPM alpha = 3.18% (𝑡-statistic = 5.11); FF5 alpha = 1.93% (𝑡-statistic = 3.71);
R = 0.71], which invests in the equal combination of anomalies with more financially constrained short legs (ROA, ROE, OP, Quality, FProb, O-Score, TV, and IVOL) following
pward revisions in expectations of industrial production growth, and the equal combination of anomalies with more financially constrained long legs (BM, LTR, IA, and SIZE)
ollowing downward revisions in expectations of industrial production growth. The dashed line plots the cumulative average returns on anomalies with more financially constrained
hort legs [CAPM alpha = 2.42% (𝑡-statistic = 3.68); FF5 alpha = 1.27% (𝑡-statistic = 3.12); SR = 0.29]. The dash-dotted line plots the cumulative average returns on anomalies
ith more financially constrained long legs [CAPM alpha = 0.67% (𝑡-statistic = 0.97); FF5 alpha = –0.23% (𝑡-statistic = –0.85); SR = 0.22].
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ventually, the price reverses when realized productivity falls short of
he initially optimistic expectations in subsequent periods.

Numerous studies also show that financially constrained firms are
ore sensitive to credit conditions (López-Salido et al., 2017; Campello

nd Chen, 2010; Greenwood and Hanson, 2013). This suggests that
hen investors revise upward their expectations of aggregate produc-

ivity, there is more improvement in the fundamentals of financially
onstrained firms, and this greater improvement could be further ex-
rapolated into expectations of firm earnings, leading to much higher
arnings expectations of financially constrained firms. Thus, the inter-
ction between extrapolation and financial frictions generates positive
eedback and amplifies overreaction, leading to lower subsequent re-
urns, particularly for constrained firms. The same intuition applies
hen investors revise their forecasts of aggregate productivity down-
ard. Following adverse shocks, extrapolative investors become over-
essimistic, which exacerbates the financial constraints of firms. For
nconstrained firms, this pessimism does not significantly affect their
inancial constraints, and they can still finance investments at low
osts. However, for financially constrained firms, this pessimism further
ntensifies their financial constraints, resulting in additional downward
ressure on their stock prices.

Thus, the theoretical insights from Deng (2023) and Gulen et al.
2023) explain how the interaction effects between extrapolative ex-
ectations and financial frictions account for the stronger impacts of
PG forecast revisions on financially constrained firms relative to un-
onstrained firms. Below, we provide a more detailed empirical analysis
f the underlying mechanisms.

.2. Misperception evidence

If expectations are fully rational, forecast errors in firms’ long-term
arnings growth should be unpredictable. Prior studies (e.g., Bordalo
t al., 2019 and Bordalo et al., 2021) find that analysts and managers
end to extrapolate firm earnings. Below, we provide evidence that the
14 
xpectations of firms’ long-term earnings growth are more extrapola-
ive for financially constrained firms (i.e., unprofitable, low-quality,
istressed, risky, value, low-investment, and small firms), in the sense
hat expectations of their long-term earnings growth are too optimistic
fter periods of upward IPG forecast revisions.

According to the Gordon growth model, long-term expectations of
arnings (or dividend) growth can induce economically significant mis-
ricing. Indeed, Da and Warachka (2011) and Copeland et al. (2004)
ind that stock returns are sensitive to the misperception in long-term
rather than short-term) analyst forecasts. Additionally, Afrouzi et al.
2023) find, using laboratory experiments, that individuals rely too
uch on recent observations in forecasting the long-run mean of the
rocess, and this overreaction bias is stronger for longer forecast hori-
ons. Consequently, we examine the predictable pattern for long-term
orecasts.

We obtain mean analysts’ forecasts for the long-term earnings
rowth rate (henceforth LTG) from I/B/E/S. LTG is defined as the
‘expected annual increase in operating earnings over the company’s
ext full business cycle, a period ranging from three to five years.’’
ollowing Deng (2023) and Bordalo et al. (2019), we calculate the
TG error as the difference between the realized growth rate and the
xpected growth rate as follows:

𝑇𝐺_𝐸𝑟𝑟𝑜𝑟𝑡+1 = (𝐸𝑃𝑆𝑡+13∕𝐸𝑃𝑆𝑡+1)1∕3 − 𝐿𝑇𝐺𝑡+1, (8)

here 𝐸𝑃𝑆𝑡+1 denotes the earnings per share in quarter 𝑡 + 1 based
n street earnings from the I/B/E/S actuals files. We then aggregate
he growth forecast errors for each anomaly portfolio after forma-
ion. Therefore, positive (negative) LTG errors indicate excessively
essimistic (optimistic) long-term analyst forecasts.

We then examine how LTG errors comove with the revisions in
roductivity expectations. Formally, we run the following regression:

𝑇𝐺_𝐸𝑟𝑟𝑜𝑟𝑡+1 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝜖𝑡+1, (9)

here 𝐿𝑇𝐺_𝐸𝑟𝑟𝑜𝑟𝑡+1 represents errors in analyst long-term earnings
rowth forecasts made at quarter 𝑡 + 1 (but realized in the future).
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Table 8
Evidence of misperception.

he table reports the estimates of 𝛽 in the following regression:
𝐿𝑇𝐺_𝐸𝑟𝑟𝑜𝑟𝑡+1 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝜖𝑡+1 ,

here 𝐿𝑇𝐺_𝐸𝑟𝑟𝑜𝑟𝑡+1 is errors in analysts’ forecasts of long-term earnings growth, and
𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is the revision in expectations of one-quarter-ahead industrial production
rowth. 𝐿𝑇𝐺_𝐸𝑟𝑟𝑜𝑟𝑡+1 is calculated as the difference between realized earnings growth
nd the LTG forecast, that is, (𝐸𝑃𝑆 𝑡+13∕𝐸𝑃𝑆 𝑡+1)1∕3−𝐿𝑇𝐺𝑡+1. We restrict the calculation

of realized LTG to the firms with positive EPS in quarter 𝑡 + 1, and aggregate it at
the portfolio level using capitalization-weighted sum. 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is standardized to
have zero mean and unit variance. Results are reported for anomalies with financially
constrained short legs in Panel A and financially constrained long legs in Panel B.
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the portfolio that equally combines the anomalies in each panel. LTG
forecasts begin from 1982Q4 because of data availability. Newey–West eight-lag
adjusted 𝑡-statistics are reported in parentheses.

Long leg Short leg Long-Short
(1) (2) (3)

Panel A: Short leg more financially constrained
ROA −3.23 −6.66 3.43

(−3.16) (−3.54) (1.57)
ROE −1.87 −10.46 8.60

(−2.62) (−2.90) (2.24)
OP −2.70 −3.68 0.98

(−2.94) (−1.46) (0.37)
Quality −2.60 −9.71 7.11

(−2.79) (−4.09) (2.75)
FProb −3.18 −18.65 15.48

(−3.27) (−1.48) (1.19)
O-Score −3.97 −6.09 2.12

(−3.06) (−3.25) (0.89)
TV −2.19 −6.50 4.31

(−2.81) (−2.37) (1.52)
IVOL −1.91 −7.22 5.31

(−2.46) (−3.35) (2.76)
Average −2.74 −8.90 6.17

(−3.46) (−3.62) (2.44)
Panel B: Long leg more financially constrained

BM −7.91 −1.91 −6.00
(−3.20) (−2.43) (−2.32)

LTR −7.90 −3.72 −4.18
(−2.79) (−2.62) (−1.33)

IA −6.73 −4.09 −2.64
(−2.83) (−3.15) (−1.38)

SIZE −2.94 −2.80 −0.14
(−2.95) (−3.75) (−0.14)

Average −7.43 −3.65 −3.78
(−2.80) (−3.01) (−1.78)

As the SPF results are typically released in the latter part of each
quarter (Bordalo et al., 2020), the SPF results released in quarter 𝑡 may
not be immediately recognized by analysts and fully integrated into
their LTG forecasts in quarter 𝑡. Analysts may start incorporating the
SPF information into their forecasts in quarter 𝑡+ 1, and thus we focus
on the errors in LTG forecasts made at quarter 𝑡 + 1. Table 8 reports
he estimation results of the regression. As shown, the LTG errors
or profitability, quality, distress, and low-risk anomalies are larger
hen the IPG expectation is revised upward rather than downward. In

ontrast, the LTG errors for value, investment, and size anomalies are
enerally lower when the IPG expectation is revised upward rather than
ownward, a pattern consistent with the return dynamics in Table 6.
hese findings support the conjecture that investors are exception-
lly optimistic about low-profitability, low-quality, distressed, risky,
alue, low-investment, and small firms when they expect better macro
onditions, leading to excessively optimistic forecasts for these firms.
vidently, the predictability of forecast errors is difficult to reconcile
ith a fully rational framework but is consistent with mispricing-based
xplanations featuring biased expectations.14

14 We also analyze the standardized unexpected earnings (SUE) for the
ext one to three years and find that longer-term forecast errors are more
redictable (Table A11). This is consistent with recent studies showing that
15 
As an additional test, we find consistent return patterns around
subsequent earnings announcements when investors recognize their
previous expectation errors during these dates (Table A12). Engelberg
et al. (2018) find that anomalies tend to perform better during subse-
quent earnings announcements when news arrives and conclude that
anomalies are at least partly driven by biased expectations. In line
with this view, Table A12 shows that there are higher (lower) earnings
announcement returns for anomalies with more financially constrained
short (long) legs following upward IPG forecast revisions.

To summarize, the combined evidence on subsequent earnings fore-
cast errors and earnings announcement returns supports the conjecture
that the anomaly predictability of 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺 is likely due to mispric-
ing.15 Relatedly, Lochstoer and Tetlock (2020) suggest that objective
ash flow news drives anomaly returns. Our findings above indicate
hat subjective cash flow news can also affect anomaly returns, and the
ffect may stem from investors’ extrapolative expectations.

.3. Contemporaneous corporate activities

As suggested by Deng (2023), financially constrained firms expe-
ience a greater reduction in the bond yield spread and a greater
ncrease in investment, debt, and equity issuance in response to an
ncrease in misperceptions about firm-level future productivity. In this
ubsection, rather than focusing on the effect of misperceptions on firm-
evel productivity, we investigate the differential impact of IPG forecast
evisions on contemporaneous real activities of firms with different
egrees of financial constraints.

We construct the financing and investment variables following the
iterature (López-Salido et al., 2017; Gulen et al., 2023). We obtain
ond yield data from the TRACE dataset and calculate the firm-level
ield change as the change in the log bond yield, which is the midpoint
f the daily last traded yield (𝑦𝑙𝑑_𝑝𝑡) in each quarter across different

bonds issued by the firm. Financial variables are taken from Compustat
Quarterly. Firm debt growth is defined as the change in the log book
debt, which is the sum of long- (𝑑𝑙𝑡𝑡𝑞) and short-term (𝑑𝑙𝑐𝑞) debt. The
equity growth rate is defined as the change in the log book equity
(𝑠𝑒𝑞𝑞). Firm investment growth is defined as the change in the log
of capital expenditures (𝑐𝑎𝑝𝑥). To capture changes in firm financial
constraints, we form a quarterly composite index of changes in the
firm financial constraint (𝛥𝐹𝐶 𝑖𝑛𝑑𝑒𝑥) to fit our data’s frequency.
Specifically, 𝛥𝐹𝐶 𝑖𝑛𝑑𝑒𝑥 is calculated as the average 𝑧-score of cross-
sectional ranks of the change in the quarterly WW index (Whited
and Wu, 2006), the change in the quarterly HP index (Hadlock and
Pierce, 2010), and the change in the quarterly KZ index (Lamont et al.,
2001), as in Section 2.3.16 For each variable, we first build a firm-level
measure and winsorize it each quarter at the 1% and 99% percentiles
to reduce the impact of extreme observations. Then we aggregate up to
the portfolio level by taking the weighted sum of firm-level value.

First, since the SPF forecasts submitted in quarter 𝑡 are published
during quarter 𝑡 (Han, 2021), we regress the yield change at the
portfolio level on contemporaneous IPG forecast revisions to investi-
gate how macroeconomic perceptions influence financing costs. The

overreaction is stronger for long-horizon forecasts (Afrouzi et al., 2023;
Bordalo et al., 2019).

15 A potential concern is that revisions in one-quarter-ahead IPG fore-
casts may not match the horizon of long-term earnings growth forecasts.
In Table A4, we find that when using revisions in two-quarter-ahead or
three-quarter-ahead IPG forecasts, the predictive power for the anomalies is
maintained.

16 According to Farre-Mensa and Ljungqvist (2016), quarterly/annual adjust-
ments of coefficients are virtually never done in the literature, so we follow
common practice and use the original coefficients unadjusted (see Section 2.3
for details). For the quarterly KZ index, we use total assets instead of property,
plant, and equipment as the latter contains many extreme values in the
quarterly data.
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results are reported in Table 9. As shown in Table 9, when investors
expect an improvement in future macroeconomic conditions, the low-
profitability, low-quality, distressed, risky, value, low-investment, and
small firms experience a greater reduction in the bond yield relative to
their counterparts. These results hold even though these constrained
firms experience greater growth in investment, equity, and debt is-
suance than unconstrained firms, as we discuss in greater detail later.
The results for the change in the bond yield suggest that creditors
overreact to perceptions of macroeconomic conditions. In contrast, if
only the corporate managers overreact but creditors are rational, then
one would expect to see an increase in the bond yield and higher
investment when IPG expectations are revised upward, disciplining the
excess demand by extrapolative managers (Gulen et al., 2023).

Our overreaction hypothesis also suggests that upward IPG fore-
cast revisions coincide with overpricing in corporate bonds, especially
for financially constrained firms, leading to stronger reversals in the
corporate bond returns of these firms. To test this idea, we collect
WRDS bond return data from the companion website to Dickerson et al.
(2023).17 Our findings, presented in Table A13, suggest that financially
constrained firms experience lower subsequent corporate bond returns
following upward IPG forecast revisions. This means that the return
predictability observed in the cross-section of stock returns also appears
in the cross-section of corporate bond returns. Therefore, the combined
evidence of contemporaneous bond yield changes and subsequent bond
returns indicates that extrapolative expectations make financing costs
of constrained firms more sensitive to perceptions of macroeconomic
conditions.

Second, we show that firms have consistent financing and invest-
ment activities, especially those that are financially constrained. Survey
evidence suggests that both investors and firm managers are extrap-
olative (Bordalo et al., 2018; Gennaioli et al., 2016; Barrero, 2022).
On the one hand, in the face of upward revisions in expectations
of macroeconomic conditions, managers are optimistic about future
earnings growth and may finance their expanding investment needs
with debt or equity issuance. On the other hand, investors are also
more optimistic about firm earnings growth and require a lower return
on corporate bonds. These effects reinforce each other, causing cyclical
firm activities and exaggerating mispricing.

The remaining columns of Table 9 present the contemporaneous
regression results for financing and investment activities. Column (4)
shows that a one-standard-deviation increase in IPG forecast revisions
coincides with a 0.57% decrease in the debt growth rate of high ROA
firms. Conversely, column (5) shows that a one-standard-deviation
increase in IPG forecast revisions is associated with a 0.39% increase in
the debt growth rate of low ROA firms. However, the favorable revision
in IPG expectations leads to a 0.36% increase in the debt growth
rate of high-BM firms and a 0.34% decrease in that of low-BM firms.
Consistent with Greenwood and Hanson (2013), the results indicate
that financially constrained firms issue more debt during credit booms,
and the average credit quality of corporate debt issuers deteriorates.

We also observe similar patterns for the growth rate of long-term
debt, equity, and investment. The results for equity financing are also
reminiscent of the findings of Warusawitharana and Whited (2016),
who show that constrained firms issue more equity in response to
misvaluation shocks relative to unconstrained firms. Unconstrained
firms are already near the optimal level of investment, and thus their
financing and investment activities are less affected. Therefore, the
above cross-sectional comparisons show that an upward IPG forecast
revision is accompanied by an increase in the growth rate of total
debt, long-term debt, equity, and investment, particularly for finan-
cially constrained (unprofitable, low-quality, distressed, risky, value,
low-investment, and small) firms. Notice that Gennaioli et al. (2016)
and Gulen et al. (2023) suggest that managers overinvest following

17 The data can be accessed at https://openbondassetpricing.com.
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good news of firm-level profitability. Thus, we follow Richardson
(2006) and measure overinvestment as the residual of regressing in-
vestment on a set of firm characteristics to filter out firms’ growth
opportunities. The empirical evidence is, albeit a bit weak, consistent
with the view that constrained firms overinvest during upward IPG
forecast revisions (Table A14).

Next, we turn to a comparison of the directly measured financial
constraint changes. As before, we run contemporaneous regressions for
the changes in the composite index of financial constraints. The esti-
mation results are presented in columns (16) to (18) of Table 9. As ex-
pected, the results indicate that as investors turn optimistic about future
macroeconomic productivity, unprofitable firms, distressed firms, value
firms, low-investment firms, and small firms experience an excessive
loosening of financial constraints, which fuels (relative) overinvestment
by corporate managers.

Lastly, although the pattern of corporate activities is consistent with
an overinvestment interpretation, it is also possible that firm managers
respond to investors’ optimism after favorable IPG forecast revisions by
issuing overpriced equity and low-quality bonds, consistent with the
market timing interpretation. In Table A14, we conduct further tests
and find suggestive evidence for this alternative explanation. First, we
collect S&P credit ratings from S&P RatingXpress and find that there are
more downgrades for constrained firms relative to unconstrained firms
three years after upward IPG forecast revisions, suggesting that con-
strained firms issue more low-quality debt. Second, Warusawitharana
and Whited (2016) suggest that when managers maximize long-term
shareholder value, firms optimally issue (repurchase) overvalued (un-
dervalued) shares, particularly for constrained firms. We thus follow Da
et al. (2022) to calculate net firm trading (i.e., net repurchases) and find
that constrained firms buy (sell) stocks during downward (upward) IPG
forecast revisions. The observation in Table A14 that constrained firms
trade in the right direction of future stock price movements confirms
the view that firms could act as arbitrageurs (Ma, 2019). Overall, we
find suggestive evidence for both the overinvestment and market timing
channels. It is worth noting that the overinvestment channel and the
market timing channel are not mutually exclusive; in fact, they may
even complement each other. Following favorable shocks, firms may
raise more capital through equity or debt issuance and then use the
raised capital for investments (López-Salido et al., 2017).

To summarize, the returns of equity market anomalies are accom-
panied by real corporate activities. When expectations of aggregate
productivity are revised upward, financially constrained firms experi-
ence a greater increase in external financing and investment, which
in turn further reinforces investor beliefs. Eventually, this positive
feedback loop inflates current stock prices and lowers subsequent re-
turns, as suggested by Greenwood et al. (2021) and Deng (2023). This
mechanism helps explain the predictive power of IPG forecast revisions
for anomalies documented in Section 3.

4.4. Time variation in returns to financially constrained stocks

Given the results in the previous sections, a natural question to ask is
whether IPG forecast revisions have predictive ability for the long-short
portfolios that are directly based on measures of financial constraints.
By directly exploring the predictability of returns to financially con-
strained stocks in this subsection, we hope to mitigate concerns over
data mining, such as the selection of anomalies.

Based on the intuition discussed before, we expect the returns to
the portfolios that long the financially constrained stocks and short the
unconstrained ones to be lower (higher) following upward (downward)
IPG forecast revisions. To test this conjecture, we first form portfolios
based on the three measures of financial constraints as defined in
Section 2.3. Following the convention, at the end of June of each year 𝑡,
we sort the firms into deciles based on the NYSE points of the financial
constraint index in the previous year. Value-weighted portfolio returns

are then calculated from July of year 𝑡 to June of year 𝑡 + 1.

https://openbondassetpricing.com
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Table 9
Contemporaneous corporate activities.
The table reports estimates of 𝛽 in the contemporaneous regression

𝑌𝑡 = 𝛼 + 𝛽𝐹 𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 + 𝜖𝑡 ,
where the dependent variable 𝑌 is the change in log yield (𝛥𝑌 𝑖𝑒𝑙𝑑), the change in log debt (𝛥𝐷𝑒𝑏𝑡), the change in log long-term debt (𝛥𝐿𝑇𝐷𝑒𝑏𝑡), the change in log equity (𝛥𝐸𝑞𝑢𝑖𝑡𝑦),
the change in log investment (𝛥𝐼𝑛𝑣), and the change in the quarterly financial constraint index (𝛥𝐹𝐶 𝑖𝑛𝑑𝑒𝑥) aggregated at anomaly portfolio levels (the long leg, the short leg, or
the difference). 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺𝑡 is the revision in expectations of one-quarter-ahead industrial production growth in quarter 𝑡 and is standardized to have zero mean and unit variance.
𝐹𝐶 𝑖𝑛𝑑𝑒𝑥 is calculated as the average 𝑧-score of cross-sectional ranks of the change in the quarterly WW index, the change in the quarterly HP index, and the change in the
uarterly KZ index. Panels A and C report results for anomalies with more financially constrained short legs, and Panels B and D report results for anomalies with more financially
onstrained long legs. 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the portfolio that equally combines the anomalies in each panel. Each variable 𝑌𝑡 is aggregated at the portfolio level by taking the asset-weighted

sum of firm-level value. 𝛥𝑌 𝑖𝑒𝑙𝑑 is constructed using TRACE data and spans from 2003Q4 to 2019Q4; other dependent variables are constructed using Compustat Quarterly, and
sample periods depend on data availability. Coefficient estimates are multiplied by 100 to be interpretable as approximate percentage changes. Newey–West eight-lag adjusted
𝑡-statistics are reported in parentheses.

Dependent variable 𝛥𝑌 𝑖𝑒𝑙𝑑 𝛥𝐷𝑒𝑏𝑡 𝛥𝐿𝑇𝐷𝑒𝑏𝑡

Long leg Short leg Long-Short Long leg Short leg Long-Short Long leg Short leg Long-Short
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Panel A: Short leg more financially constrained
ROA 0.02 −0.89 0.91 −0.57 0.39 −0.96 −1.46 −0.46 −1.00

(0.31) (−4.59) (5.67) (−1.34) (0.69) (−1.32) (−2.40) (−0.59) (−1.28)
ROE −0.02 −1.34 1.32 −0.71 0.09 −0.81 −0.88 −0.61 −0.27

(−0.32) (−3.36) (3.67) (−1.44) (0.16) (−1.82) (−1.54) (−0.72) (−0.42)
OP 0.03 −0.94 0.97 −0.42 0.26 −0.68 −0.88 −0.49 −0.39

(0.57) (−4.02) (4.73) (−1.03) (0.58) (−1.36) (−1.76) (−0.72) (−0.59)
Quality 0.05 −1.26 1.31 −0.38 0.18 −0.56 −0.89 0.96 −1.85

(0.74) (−3.28) (3.67) (−0.88) (0.52) (−0.97) (−1.50) (1.52) (−2.10)
FProb 0.09 −1.02 1.12 −0.17 0.08 −0.25 −0.14 0.41 −0.55

(1.30) (−5.11) (5.46) (−0.38) (0.22) (−0.35) (−0.28) (0.68) (−0.71)
O-Score −0.00 −1.12 1.12 −0.74 0.25 −0.99 −0.40 0.20 −0.60

(−0.02) (−5.38) (6.68) (−1.43) (0.62) (−1.67) (−0.93) (0.51) (−1.23)
TV 0.05 −2.40 2.45 0.08 1.01 −0.93 0.09 0.82 −0.73

(0.93) (−4.24) (4.36) (0.27) (1.18) (−1.10) (0.27) (1.42) (−0.88)
IVOL 0.03 −2.42 2.45 0.26 0.71 −0.45 0.09 0.60 −0.51

(0.53) (−4.59) (4.72) (0.75) (1.06) (−0.70) (0.30) (1.02) (−0.68)
Average 0.03 −1.42 1.45 −0.39 0.45 −0.84 −0.60 0.13 −0.74

(0.56) (−4.58) (5.13) (−1.39) (1.06) (−1.77) (−1.62) (0.31) (−1.49)
Panel B: Long leg more financially constrained

BM −0.55 −0.03 −0.52 0.36 −0.34 0.69 1.70 −0.61 2.31
(−2.48) (−0.37) (−2.57) (0.71) (−0.61) (1.55) (1.34) (−1.57) (2.19)

LTR −0.97 −0.10 −0.87 −0.60 −0.72 0.12 −0.10 −0.78 0.68
(−2.55) (−0.99) (−2.75) (−1.91) (−1.57) (0.21) (−0.15) (−1.38) (0.71)

IA −0.49 −0.25 −0.23 0.15 0.63 −0.47 0.18 −0.55 0.73
(−2.93) (−2.31) (−1.97) (0.40) (1.46) (−0.78) (0.44) (−1.77) (1.53)

SIZE −2.11 0.00 −2.11 0.33 −0.46 0.79 0.99 −0.78 1.77
(−7.20) (0.05) (−7.38) (1.66) (−1.66) (2.91) (2.27) (−1.51) (2.58)

Average −1.03 −0.10 −0.94 0.03 −0.35 0.39 0.65 −0.91 1.56
(−4.38) (−1.14) (−4.83) (0.13) (−1.30) (1.62) (1.14) (−1.86) (1.98)

Dependent variable 𝛥𝐸𝑞𝑢𝑖𝑡𝑦 𝛥𝐼𝑛𝑣 𝛥𝐹𝐶 𝑖𝑛𝑑𝑒𝑥

Long leg Short leg Long-Short Long leg Short leg Long-Short Long leg Short leg Long-Short
(10) (11) (12) (13) (14) (15) (16) (17) (18)

Panel C: Short leg more financially constrained
ROA 0.09 1.06 −0.97 −1.50 2.69 −4.19 1.88 −1.84 3.73

(0.45) (1.65) (−1.77) (−0.54) (1.08) (−2.56) (1.92) (−2.01) (3.06)
ROE 0.51 1.78 −1.27 −1.09 2.85 −3.95 1.97 −3.14 5.11

(1.05) (2.40) (−1.99) (−0.41) (1.16) (−2.39) (2.26) (−5.23) (5.59)
OP 0.16 0.81 −0.64 −0.59 3.52 −4.11 0.74 −0.27 1.01

(0.74) (1.55) (−1.68) (−0.23) (1.54) (−1.69) (0.78) (−0.31) (1.07)
Quality 0.14 1.89 −1.75 −1.99 4.39 −6.39 1.95 −0.98 2.92

(0.77) (2.25) (−2.26) (−0.68) (2.42) (−2.77) (2.12) (−1.34) (3.30)
FProb 0.11 2.33 −2.23 −2.66 3.63 −6.29 2.00 −1.27 3.28

(0.50) (2.08) (−2.14) (−1.07) (1.37) (−2.82) (1.74) (−1.70) (3.16)
O-Score 0.33 1.47 −1.14 −1.38 3.36 −4.75 0.58 −0.99 1.57

(1.63) (3.13) (−3.36) (−0.57) (1.56) (−1.68) (0.63) (−2.15) (1.64)
TV 0.10 1.16 −1.06 −1.75 3.61 −5.36 0.88 −0.93 1.81

(0.43) (1.53) (−1.77) (−0.75) (1.42) (−3.32) (0.77) (−1.31) (1.34)
IVOL 0.20 1.33 −1.13 −0.88 4.10 −4.98 1.64 −1.67 3.31

(0.90) (1.64) (−1.75) (−0.37) (1.56) (−3.39) (1.44) (−2.54) (2.58)
Average 0.19 1.37 −1.18 −1.48 3.52 −5.00 1.44 −1.39 2.83

(0.87) (2.01) (−2.20) (−0.61) (1.75) (−4.42) (1.62) (−2.88) (3.41)

(continued on next page)
It is worth noting that whether financially constrained firms earn
higher returns is subject to debate in the literature. On the one hand, La-
mont et al. (2001) study the KZ index and find that financially con-
strained firms earn lower returns than less constrained ones. On the
other hand, Whited and Wu (2006) find that firms with a higher WW
index earn higher returns than firms with a lower WW index. The
17 
summary statistics in Table 10 Panel A confirm the mixed evidence on
the relationship between financial constraints and returns. As shown in
Panel A, the WW index and HP index deliver positive Fama and French
(2015) five-factor alphas, while the KZ index earns negative Fama and
French (2015) five-factor alphas during the same sample period.
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Table 9 (continued).
Panel D: Long leg more financially constrained

BM 1.44 0.41 1.03 3.30 −0.40 3.70 −0.75 3.63 −4.38
(2.38) (1.31) (2.34) (1.10) (−0.16) (2.21) (−0.92) (4.40) (−3.86)

LTR 0.94 0.33 0.61 2.07 2.04 0.03 −0.58 2.76 −3.34
(1.52) (0.90) (1.83) (1.01) (0.90) (0.02) (−0.72) (3.20) (−3.81)

IA 0.94 0.53 0.41 1.09 0.79 0.30 −1.36 0.74 −2.09
(2.09) (1.29) (1.25) (0.53) (0.37) (0.22) (−1.14) (1.03) (−1.40)

SIZE 0.70 0.45 0.25 2.19 −0.78 2.98 −2.75 0.82 −3.57
(1.51) (1.10) (1.07) (1.26) (−0.34) (2.78) (−5.49) (0.86) (−3.07)

Average 0.96 0.42 0.54 2.16 0.41 1.75 −1.36 1.98 −3.34
(1.88) (1.22) (2.19) (1.03) (0.19) (1.77) (−2.41) (3.03) (−4.66)
Table 10
Returns to financial constraints and macro forecast revisions.
The table reports the unconditional and conditional performance of anomalies formed on financial constraint indices. Panel A reports quarterly excess returns, CAPM alphas, and
Fama and French (2015) five-factor alphas of these anomalies in percentages. Panel B reports average excess returns of anomalies formed on financial constraint indices following
upward and downward revisions in expectations of industrial production growth. The average returns following upward and downward forecast revisions are estimates of 𝑎𝑈 and
𝐷 in the regression

𝑅𝑡+1 = 𝑎𝑈 ⋅ 𝟏𝑈,𝑡 + 𝑎𝐷 ⋅ 𝟏𝐷,𝑡 + 𝜖𝑡+1 ,
here 𝟏𝑈,𝑡 and 𝟏𝐷,𝑡 are indicators for quarters with upward and downward revisions in expectations of one-quarter-ahead industrial production growth, and 𝑅𝑡+1 is the excess

eturn on the long leg, the short leg, or the difference. Panel C reports the average CAPM-adjusted returns for anomalies following upward and downward revisions in expectations
f industrial production growth. The average CAPM-adjusted returns following upward and downward forecast revisions are estimates of 𝑎𝑈 and 𝑎𝐷 in the regression

𝑅𝑡+1 = 𝑎𝑈 ⋅ 𝟏𝑈,𝑡 + 𝑎𝐷 ⋅ 𝟏𝐷,𝑡 + 𝑏 ⋅𝑀𝑘𝑡𝑟𝑓𝑡+1 + 𝜖𝑡+1 ,
here 𝟏𝑈,𝑡 and 𝟏𝐷,𝑡 are indicators for quarters with upward and downward revisions in expectations of one-quarter-ahead industrial production growth, 𝑀𝑘𝑡𝑟𝑓𝑡+1 is the market

actor, and 𝑅𝑡+1 is the excess return on the long leg, the short leg, or the difference. The portfolio on the WW index (Whited and Wu, 2006) is formed by going long in stocks
n the highest WW index decile and shorting those in the lowest WW index decile. The portfolio on the HP index (Hadlock and Pierce, 2010) is formed by going long in stocks
n the highest HP index decile and shorting those in the lowest HP index decile. The portfolio on the KZ index (Lamont et al., 2001) is formed by going long in stocks in the
ighest KZ index decile and shorting those in the lowest KZ index decile. 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 is the return to the portfolio that equally combines these strategies. The sample period spans
rom 1969Q1 to 2019Q4. Newey–West eight-lag adjusted 𝑡-statistics are reported in parentheses.

Panel A: Unconditional performance

Excess return CAPM alpha FF5 alpha

Anomaly Long Short Long-Short Long Short Long-Short Long Short Long-Short

WW 1.93 1.58 0.35 −0.62 0.17 −0.78 0.59 −0.09 0.67
(2.22) (2.91) (0.49) (−1.02) (1.11) (−1.10) (2.05) (−0.92) (2.10)

HP 1.60 1.58 0.01 −1.04 0.23 −1.27 0.73 −0.30 1.02
(1.78) (3.16) (0.02) (−1.89) (1.51) (−1.91) (3.04) (−2.35) (3.21)

KZ 1.64 1.87 −0.23 −0.59 0.21 −0.80 −0.68 0.36 −1.03
(2.04) (2.97) (−0.36) (−1.26) (0.79) (−1.24) (−1.42) (1.53) (−1.67)

Average 1.72 1.68 0.04 −0.75 0.20 −0.95 0.21 −0.01 0.22
(2.09) (3.07) (0.07) (−1.54) (1.34) (−1.61) (0.88) (−0.08) (0.73)

Panel B: Conditional performance (excess return)

Long leg Short leg Long-Short

Anomaly Up Down Up–Down Up Down Up–Down Up Down Up–Down

WW −0.91 4.02 −4.94 0.97 2.03 −1.05 −1.89 2.00 −3.88
(−0.66) (3.43) (−2.71) (1.31) (2.60) (−0.99) (−1.78) (2.61) (−3.30)

HP −1.04 3.57 −4.61 0.98 2.04 −1.06 −2.02 1.53 −3.55
(−0.72) (3.03) (−2.48) (1.49) (2.65) (−1.03) (−1.83) (2.11) (−2.94)

KZ −0.74 3.41 −4.16 1.11 2.46 −1.35 −1.86 0.95 −2.81
(−0.68) (2.76) (−2.45) (1.29) (2.75) (−1.10) (−2.52) (1.08) (−2.62)

Average −0.90 3.67 −4.57 1.02 2.18 −1.15 −1.92 1.49 −3.41
(−0.73) (3.16) (−2.67) (1.39) (2.72) (−1.06) (−2.39) (2.14) (−3.67)

Panel C: Conditional performance (CAPM alpha)

Long leg Short leg Long-Short

Anomaly Up Down Up–Down Up Down Up–Down Up Down Up–Down

WW −1.93 0.36 −2.29 0.41 −0.03 0.43 −2.33 0.39 −2.72
(−2.26) (0.53) (−2.30) (1.93) (−0.17) (1.96) (−2.35) (0.50) (−2.44)

HP −2.09 −0.25 −1.85 0.43 0.06 0.37 −2.53 −0.31 −2.22
(−2.59) (−0.39) (−1.88) (2.32) (0.35) (1.72) (−2.68) (−0.41) (−2.00)

KZ −1.63 0.19 −1.83 0.44 0.03 0.41 −2.08 0.16 −2.24
(−2.77) (0.31) (−2.22) (1.42) (0.10) (0.99) (−2.80) (0.19) (−2.19)

Average −1.88 0.10 −1.99 0.43 0.02 0.40 −2.31 0.08 −2.39
(−3.01) (0.18) (−2.69) (2.43) (0.13) (2.14) (−3.19) (0.12) (−2.91)
Table 10 Panel B reports the results of the two-regime analysis
or portfolios based on financial constraints. The table reports average
xcess returns of financial constraint index-sorted portfolios in quarters
ollowing upward and downward IPG forecast revisions. For instance,
he WW long-short portfolio spread earns –1.89% per quarter following
pward IPG forecast revisions. Conversely, the WW long-short portfolio
pread earns 2.00% per quarter following downward revisions. The

ifference of –3.88% between different directions of forecast revisions

18 
is not only statistically significant (𝑡-statistic = –3.30) but also economi-
cally significant, compared to the average spread of the WW long-short
portfolio (0.35%). The remaining results in Panel B based on the HP
index and the KZ index are quite similar. When averaged across three
measures of financial constraints, the long-short portfolio delivers –
1.92% per quarter following upward IPG forecast revisions and 1.49%
following downward revisions. In sum, despite the debate over the

validity of the indices (Farre-Mensa and Ljungqvist, 2016) and the
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Table 11
Aggregate return predictability.
The table reports the estimation results of regressing excess market returns and bank credit conditions on revisions in expectations of aggregate productivity. 𝑀𝑘𝑡𝑟𝑓 is the quarterly
excess stock market return, calculated as the compounded monthly excess stock market return from Kenneth French’s website. 𝑀𝑘𝑡𝑏 is the quarterly excess bond market return,
calculated as the compounded monthly excess bond market return from the companion website to Dickerson et al. (2023). 𝑇 𝑖𝑔ℎ𝑡𝐶𝑟𝑒𝑑𝑖𝑡 is the percentage of bank loan officers
reporting that they are tightening commercial and industrial lending standards from the Federal Reserve’s Senior Loan Office Opinion Survey (SLOOS). 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺 (𝐹𝑟𝑒𝑣_𝑈𝑅) is the
revision in consensus forecast of one-quarter-ahead industrial production growth (unemployment rate) from the SPF. Independent variables are standardized to have zero mean
and unit variance. The sample spans from 1969Q1 to 2019Q4 for stock market returns, from 2002Q3 to 2019Q4 for corporate bond market returns, and from 1990Q2 to 2019Q4
for the SLOOS survey. Newey–West eight-lag adjusted 𝑡-statistics are reported in parentheses.

Dependent variable 𝑀𝑘𝑡𝑟𝑓𝑡+1 𝑀𝑘𝑡𝑏𝑡+1 𝑇 𝑖𝑔ℎ𝑡𝐶𝑟𝑒𝑑𝑖𝑡𝑡 𝑇 𝑖𝑔ℎ𝑡𝐶𝑟𝑒𝑑𝑖𝑡𝑡+8
(1) (2) (3) (4) (5) (6) (7) (8)

Frev_IPG𝑡 −1.08 −1.35 −14.00 5.00
(−1.35) (−3.21) (−4.71) (1.85)

Frev_UR𝑡 1.46 1.21 15.94 −7.31
(2.38) (3.03) (5.61) (−2.92)

Intercept 1.68 1.68 1.50 1.39 6.00 5.38 4.17 4.27
(2.80) (2.70) (3.75) (4.03) (1.44) (1.52) (0.90) (0.94)

Obs 203 203 70 70 119 119 119 119
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inconsistency in average premia across individual financial constraint
indices, the returns to portfolios formed on the three indices are con-
sistently weaker (stronger) following upward (downward) revisions in
IPG expectations.

Table A15 takes a further step and shows the relationship between
IPG forecast revisions and the contemporaneous corporate financing
and investment activities. Consistent with our argument, we find that
in response to an upward IPG forecast revision, financially constrained
firms experience a greater reduction in bond yields and a greater
increase in external financing and investment. Additionally, finan-
cially constrained firms have lower subsequent corporate bond returns
following upward IPG forecast revisions (Table A16). These findings
suggest that the overvaluation in prices is indeed associated with
a boost in real financing and investment activities, particularly for
financially constrained firms, which corroborates the firm-level results
in Deng (2023).

Overall, the takeaway from this subsection is that in addition to
many prominent anomalies such as profitability and value anoma-
lies, returns to the financial constraint index-sorted portfolios are also
predictable by macroeconomic productivity perceptions.

4.5. Aggregate return and forecast error predictability

The results so far focus on the heterogeneous effects of macroeco-
nomic productivity perceptions on asset prices via financial constraints.
In this subsection, we study aggregate return predictability, which not
only is of its own interest but also helps evaluate the average impact
on the stock market.

Columns (1) and (2), Table 11, present the results of predicting
excess stock market returns with macro forecast revisions. An upward
revision in IPG expectations predicts lower stock market returns in the
subsequent quarter, although the 𝑡-statistic is not significant at conven-
tional levels. Moreover, an upward revision in UR expectations predicts
higher stock market returns (𝑡-statistic = 2.38). A natural question is
whether such predictability would also appear in the corporate bond
market. Columns (3) and (4) present results predicting excess corpo-
rate bond market returns, which echo those of stock market returns.
Classic asset pricing theories suggest that expected risk premia are
also driven by the risk aversion coefficient and the amount of market
risk. To account for this, we also include proxies for the risk aversion
coefficient and the amount of risk in the regression, and the results
remain similar (Table A17). These findings support the overreaction
hypothesis, indicating that investors overreact to optimistic beliefs
about macroeconomic fundamentals and thus subsequently earn lower
returns.

Additionally, we investigate the relationship between macro fore-
cast revisions and credit conditions. Columns (5) to (8), Table 11,
report the results of regressions that link macro forecast revisions
 A

19 
to the credit conditions from the Federal Reserve’s Senior Loan Of-
fice Opinion Survey, which polls major US banks about credit condi-
tions. 𝑇 𝑖𝑔ℎ𝑡𝐶𝑟𝑒𝑑𝑖𝑡 is defined as the fraction of banks reporting tight-
ening standards among all the respondents. Columns (5) and (6) cor-
respond to results associated with contemporaneous 𝑇 𝑖𝑔ℎ𝑡𝐶𝑟𝑒𝑑𝑖𝑡, and
olumns (7) and (8) correspond to results associated with two-year-
head 𝑇 𝑖𝑔ℎ𝑡𝐶𝑟𝑒𝑑𝑖𝑡. As shown, periods of upward revisions in expecta-
ions of aggregate productivity are associated with an easing of credit
ontemporaneously and a tightening of credit two years afterward, a
attern of extrapolation-driven credit cycles (e.g., Greenwood et al.,
021).

More important, we use IPG forecast revisions to predict errors in
nalysts’ aggregate earnings forecasts, providing additional evidence.
able A18 shows that 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺 negatively predicts subsequent aggre-
ate forecast errors, particularly for longer horizon forecasts. Column
3) shows that the three-year-ahead SUE is 0.58 lower (𝑡-statistic =
.83) following a one-standard-deviation increase in 𝐹𝑟𝑒𝑣_𝐼𝑃𝐺. More-
ver, column (4) shows that the realized long-term earnings growth
ate underperforms expectations more following upward IPG forecast
evisions. The stronger results of long-term earnings growth forecast
rrors are also consistent with Afrouzi et al. (2023), who find in labora-
ory experiments that individuals rely too much on recent observations
n forecasting the long-run mean of the process, and this overreaction
ias is stronger for longer forecast horizons. Lastly, in Table A19 we
rovide additional evidence by examining SPF announcement returns,
hich capture market reactions to IPG forecast revisions. We find that

tock market returns around the SPF announcement date also nega-
ively predict future market returns, suggesting potential overreaction
mong investors.

In sum, the combined evidence in these tables suggests that the
elationship between forecast revisions and subsequent market re-
urns/forecast errors is consistent with overreaction to IPG forecast
evisions.

.6. Reconciling the apparent consensus underreaction with stock price
verreaction

Our prior evidence suggests that investors and managers overreact
o IPG forecast revisions, and the overreaction-induced mispricing is
tronger for financially constrained firms, probably because of the
ositive feedback effect from relaxation (tightening) of financial con-
traints following an upward (downward) revision. However, it is
ell known from Coibion and Gorodnichenko (2015) that consensus

orecasts tend to be sticky and may appear to underreact. How can
e reconcile this apparent discrepancy? Before we present more de-

ailed evidence on overreaction/extrapolation, let us first review the
rgument in the literature to establish our background. The existing
iterature (Coibion and Gorodnichenko, 2015; Bordalo et al., 2020;

frouzi et al., 2023) suggests that the positive correlation between (ex
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ante) forecast revisions and (ex post) forecast errors at the consensus
level is because of information rigidities rather than a behavioral
bias-induced underreaction.

Indeed, Coibion and Gorodnichenko (2015) argue that the pre-
dictability of average ex post forecast errors across agents from ex ante
forecast revisions should not be interpreted as a form of irrationality on
the part of agents. The stickiness of the consensus forecast is a manifes-
tation of the aggregation process of individual forecasts rather than a
behavioral bias-induced underreaction. More important, Bordalo et al.
(2020) further examine the relationship between forecast revisions and
forecast errors at the individual forecaster level and find pervasive evi-
dence of overreaction to macro news. They present strong evidence that
there is an overreaction in individual IPG forecasts, which is consistent
with Afrouzi et al. (2023), who show that in laboratory experiments,
overreaction is stronger for less persistent processes (e.g., IPG). Similar
results are observed among the individual forecasts of GDP growth and
real consumption from the SPF.

In sum, existing evidence suggests that the apparent consensus
underreaction is probably because of information rigidities, rather than
forecasters’ underreaction to information, and is a manifestation of the
aggregation of individual forecasts. Moreover, overreaction in expec-
tations exists at the individual level, as tests of individual beliefs are
nformative about departures from rationality, but tests of consensus
orecasts yield additional information about the role of information
rictions (Bordalo et al., 2020).

A crucial question arises regarding how investors and managers
nterpret the SPF consensus forecasts. To address this question, we

examine two commonly studied cases of information structure based
on the extent to which investors rely on the SPF consensus forecasts.

In the first case, investors completely rely on the SPF consensus fore-
casts as public signals and adopt SPF consensus forecasts as their own;
in this case, there would be an underreaction. Each quarter, the SPF
polls professional economists on their forecasts about macroeconomic
outcomes in the current and next four quarters, and the results are
published around the end of the second month of the quarter (Bordalo
et al., 2021). Thus, investors may adopt the SPF consensus forecast as
their own. If all investors adopt the SPF consensus forecast as their
own, we should observe sluggish reactions in stock prices and a pos-
itive correlation between IPG forecast revisions and subsequent market
returns. However, the fact that IPG forecast revisions negatively predict
subsequent excess market returns in Table 11 is inconsistent with this
interpretation. Additionally, Table A19 shows that stock market returns
around the SPF announcement date, which capture market reactions to
IPG forecast revisions, also negatively, rather than positively, predict
future market returns. Relatedly, Roth and Wohlfart (2020) find in a
laboratory experiment that when providing the respondents with SPF
forecasts, respondents still form their own forecasts of macroeconomic
outcomes, extrapolating to expectations about their personal economic
circumstances. Hence, the view that all investors adopt SPF consensus
forecasts as their own is not supported by the data.

In the second case, similar to Roth and Wohlfart (2020), investors
partially rely on the SPF consensus forecast as a public signal for trading
while also considering informative private signals. As in Daniel et al.
(1998), when public signals confirm private signals, investors’ confi-
dence in their private signals rises as self-attribution bias induces over-
confidence. Provided that the self-attribution bias is sufficiently large,
prices could still overreact to public signals, even in the presence of
a conservative public signal. More precisely, we assume that investors
receive both a private signal and a public signal. The public signal is
conservative, similar to our SPF consensus forecast revisions, possibly
due to rigidities in information aggregation. If investors fully adopt the
SPF consensus forecast as their own, it would lead to underreaction.
However, when coupled with self-attribution bias and overconfidence,
overreaction can be restored. Considering a positive public signal, the

conservatism in the public signal tends to dampen stock prices below

20 
the rational benchmark. Yet, the effect of self-attribution bias is asym-
metric; positive private signals tend to receive greater weight compared
to negative ones. The asymmetric effect of self-attribution bias can
further boost prices. As long as the self-attribution bias outweighs the
conservatism in the public signal, stock prices could still appear to
overreact to public news. The same intuition applies to a negative
public signal. We formalize the above intuition with a simple model
in the Appendix, and findings in Tables A17 and A19 corroborate this
interpretation.

Therefore, in the second case, managers and investors could exhibit
an overreaction to the SPF consensus forecast revisions. Indeed, there
is ample direct evidence of managers’ and investors’ overreaction to
macro conditions. Binz et al. (2022) find that managers overreact
to GDP estimation errors, leading to a positive short-run investment
response and long-run reversal. Gennaioli et al. (2016) document that
CFOs’ expected earnings growth is lower than the realized earnings
growth when past GDP growth is high. Kuchler and Zafar (2019) find
evidence of extrapolation in households’ expectations of the macro
outcomes.18

Our evidence on misperception, such as predictable forecast errors
and corporate activities, supports the overreaction story in case 2. Our
further analysis in Table A20 shows that SPF forecast revisions have
a positive correlation with investors’ and managers’ concurrent forecast
revisions but a negative correlation with their subsequent forecast re-
visions, consistent with our case 2. Specifically, we regress investors’
and managers’ forecast revisions on the IPG forecast revisions from the
SPF and report the results in Table A20. Panel A reports the results
of the Michigan Survey of Consumers (a proxy for retail investors),
and Panel B reports the results of the Duke CFO Survey. As shown,
the SPF forecast revisions are positively correlated with investors’ and
managers’ concurrent forecast revisions but negatively correlated with
investors’ and managers’ subsequent forecast revisions. Therefore, our
findings indicate that SPF forecast revisions comove positively with the
forecast revisions of retail investors and managers, and negatively pre-
dict the subsequent forecast revisions of retail investors and managers,
suggesting an overreaction by retail investors and managers.

Furthermore, we examine the evidence of extrapolation in other
surveys. Forecast revisions are unpredictable under full-information
rational expectations, but they are negatively related to past news if
there is an overreaction. As shown in columns (1) to (3) of Table A21,
optimistic forecasts of households are typically followed by downward
revisions, suggesting an overreaction to the news. Columns (4) and (5)
report the results of the Duke CFO Survey, which present similar find-
ings. The results indicate that there is overreaction in the expectations
of retail investors and managers even at the consensus level.

Finally, recall from Table A5 that investors’ and managers’ forecast
revisions can also predict anomaly returns. As shown in Table A5, the
revisions in expectations of future business conditions or the country’s
overall economy, as reported by the households in the Michigan Survey
of Consumers and managers in the Duke CFO Survey, yield similar
results in predicting anomaly returns. Compared to the SPF data, these
survey data are available for a shorter period, and thus we use them as
robustness checks.

Overall, we find no empirical support for the implications of the
first case, while the implications of the second case are consistent with
the data. We acknowledge that other mechanisms may reconcile the
underreaction in consensus forecasts with the overreaction in stock
prices (e.g., Han, 2021), and we leave further investigation to future
research. In this study, we focus on the impact of macro forecast
revisions on equity market anomalies.

18 Huang et al. (2023) find that firm managers overextrapolate past earnings
in their earnings guidance.
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5. Conclusions

Survey evidence indicates that beliefs about macroeconomic con-
ditions are widely shared among investors. By studying the impact of
macroeconomic expectations on asset prices, we uncover substantial
heterogeneity in the cross-section of stocks. An upward revision in
expectations of aggregate productivity is accompanied by an increase in
investment and external financing, which inflates current stock prices
and lowers subsequent returns, especially for financially constrained
firms, including unprofitable, value, risky, and distressed firms. Conse-
quently, revisions in expectations of aggregate productivity positively
predict anomalies related to profitability, financial distress, and risks,
and negatively predict anomalies related to size, value, and investment.

The broader thrust of our analysis suggests that macroeconomic
perceptions generate the cross-sectional financing, investment, and val-
uation differences, thus driving the time variation in these equity market
nomalies. However, our results are silent on why these anomalies exist
n the first place. An exciting avenue for future research is to investigate
hether accounting for different types of financial constraints (Lian
nd Ma, 2021) would help explain the anomaly returns both uncon-
itionally and conditionally. In addition, most studies tend to focus on
inancial frictions (Bernanke and Gertler, 1989; Kiyotaki and Moore,
997) or behavioral biases (Bordalo et al., 2018, 2021; Greenwood
t al., 2021) separately, with few exceptions such as Deng (2023). In
his paper, we highlight the significant role of the interaction between
inancial frictions and behavioral biases in affecting anomaly returns.
hus, our results indicate that it might be fruitful to further explore the
ffect of this interaction on anomalies in a quantitative model.
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