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Abstract

We construct novel datasets on AI innovation policies across 42 countries and global
AI patents to examine the impact of these policies on the productivity of AI scientists.
Counterintuitively, we find that scientists experience a decrease in productivity after
their country initiates AI-supporting policies. We argue this decline could be driven by
a shift in the nature of innovation being conducted; government support incentivizes
scientists to pursue more novel and exploratory inventions. While these projects
hold the potential to foster long-term growth, they are inherently characterized by
longer development timelines and a greater risk of failure, resulting in a temporary
decline in the average quantity and quality of innovations. This effect is potentially
compounded by the government’s inability to perfectly identify and fund the most
promising radical innovations, leading to a misallocation of resources. We develop a
general equilibrium model that formalizes these dynamics. Our results highlight the
transitional risks associated with government support for innovation, particularly as
an economy navigates a new technological paradigm.
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1 Introduction

Innovation is a fundamental driver of economic growth (Schumpeter, 1947; Solow, 1957;
Klette and Kortum, 2004; Kogan, Papanikolaou, Seru, and Stoffman, 2017) and arguably
the primary engine for sustained long-term prosperity. However, market failures often lead
to a level of innovation that is below the social optimum. One prominent market failure is
knowledge spillovers: since innovators cannot fully capture the societal value generated by
their inventions, they tend to under-invest in R&D relative to the socially optimal level.
This underinvestment provides a strong justification for government policies designed to
promote innovation.

Despite its importance, empirical evidence on the effectiveness of innovation policies
is limited, and existing studies offer mixed findings (Bloom, Van Reenen, and Williams,
2019). The current literature suffers from two key gaps. First, much of the evidence is
based on broad R&D tax subsidies that support all eligible expenses without a screening
process. This stands in contrast to the trend in modern, “mission-oriented” innovation
policy, particularly in high-tech sectors, which involves various forms of targeted support
for projects or firms deemed most promising.

Second, existing research is heavily concentrated on a few developed countries, namely
the United States and European nations. This narrow geographical focus is a significant
omission, as it overlooks the growing role of emerging economies like China, which are now
key players in the global innovation landscape.

To address these gaps, we take advantage of the fact that there has been a surge in
innovation policies specifically designed to foster Artificial Intelligence (AI), These policies
might be particularly significant since AI is believed to have the potential to transform
society and be a key driver of the global economy in the 21st century. Since 2000, more
than 200 AI-related government policies have been introduced around the globe to support
AI development. This paper evaluates the impact of these AI policies on innovation
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productivity. We focus on scientists’ productivity as human capital is the key to innovation
success (Lucas, 1988).

We construct two datasets enabling us to study this question. First is AI policies
comes from the OECD AI Policy Observatory,1 which we refine to include only national-
level initiatives.2 Second, to measure innovation, particularly AI innovation, we utilize a
global patent database from Google Patents, extending an established dataset of US AI
patents (Giczy, Pairolero, and Toole, 2022) to a global context to assess AI development
across countries.

Our primary finding is that, counterintuitively, the introduction of national AI support
policies is associated with a decline in the innovation productivity of AI scientists. It
is important to note that this is a relative decline, as estimated within a difference-
in-differences (DID) framework. The absolute level of productivity in policy-adopting
countries still increases, but at a slower rate than in comparable countries without such
policies. Specifically, we document a reduction in the number of patents filed and a
concurrent fall in their average quality, as measured by subsequent citations. This finding
is robust across numerous specifications, and our validity checks show little evidence of
confounding pre-existing trends. Furthermore, this pattern holds at the aggregate level:
countries that implement AI policies subsequently experience a relative decline in their
national AI patenting activity.

To probe the reasons behind this relative decline, we develop a parsimonious general
equilibrium model inspired by the endogenous growth literature (e.g. Romer, 1990; Aghion
and Howitt, 1992; Acemoglu, Akcigit, Alp, Bloom, and Kerr, 2018). Our framework
incorporates a key characteristic of modern AI policies: targeted support for high-

1Available at https://oecd.ai.
2The OECD database contains regional policies, some of which target specific groups or are unrelated

to AI. We manually review each policy to ensure that it is (1) directly relevant to AI, (2) national in scope,
and (3) supports innovation across all entities.
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impact, radical innovation, rather than general R&D tax relief.3 The model posits that
while government policies can correct market failures related to radical innovation, they
also introduce “transitional risks.” By incentivizing a shift toward high-risk, high-reward
projects, these policies increase the volatility of innovation outcomes, which can lower
average quality in the short term as many novel attempts fail. Second, these risks are
compounded by the government’s imperfect ability to screen for and select the most
promising projects.

Our empirical findings are broadly consistent with the predictions of this framework.
We find strong evidence that after a country implements an AI policy, its scientists pursue
more novel projects aimed at radical innovation. These novel projects are associated with
longer development times and display significantly greater quality variance: on one hand,
they are more likely to receive zero forward citations, suggesting a higher risk of complete
failure; on the other, they are disproportionately likely to become high-impact ”home run”
innovations (e.g., top 1% by citations). Further supporting this, we find that AI scientists
increasingly concentrate their efforts on a narrower set of technical domains, potentially
indicating the deeper focus required for such breakthroughs.

Our findings also support the model’s assumption about imperfect government
screening. While we find that governments do tend to target projects with ex-ante
indicators of novelty and often direct support toward high-impact inventors, this selection
process is not perfect. Examining ex-post quality indicator suggest that government
funding frequently fails to identify the highest-impact projects while supporting a handful
of projects that yield low-impact outcomes.

Lastly, we study the welfare effects by looking at knowledge spillovers. Although
the total amount of knowledge spillovers, measured by citations, appears to decline,
we find that AI policies nonetheless promote greater international knowledge exchange.

3In fact, very few of the AI policies are based on tax relief, in contrast with government support for general
business R&D where tax is still the main stream. See https://www.oecd.org/en/data/insights/statistical-
releases/2025/04/rd-tax-incentives-continue-to-outpace-other-forms-of-government-support-for-rd-in-most-
countries.html
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Specifically, a larger proportion of both backward and forward citations for a focal
country’s patents originate from researchers in other countries post-policy. This suggests
that while the absolute volume of spillovers may decrease, policies enhance the relative
share of cross-border knowledge exchange.

Our study makes at least two contributions. First, we contribute to the literature on
policy and innovation (see Bloom, Van Reenen, and Williams, 2019; Aghion, Bergeaud,
and Van Reenen, 2023, for reviews). This literature has largely focused on the United
States and a few other advanced economies, and has centered on the effects of broad
R&D tax subsidies. We address these gaps in two ways: (1) by constructing a broad
international sample that includes major emerging economies such as China, we provide
much-needed global evidence; and (2) by focusing on targeted, non-tax initiatives, we offer
novel evidence on the modern “mission-oriented” policies that are increasingly prevalent
in high-tech sectors but remain understudied.

Second, we construct and introduce two new datasets valuable for future research. The
first is a global AI patent dataset that extends the USPTO’s AI patent classification
system to multiple jurisdictions (Arora, Belenzon, Patacconi, and Suh, 2020). Given
that AI development is a global phenomenon, this comprehensive dataset is essential
for international studies of AI innovation. The second is a refined dataset of national
AI policies, built upon the OECD’s AI Policy Observatory. While the original OECD
catalog is a useful starting point, its inclusion of policies with varying scope and relevance
limits its use in rigorous analysis. Our curation process addresses these limitations by
systematically filtering for national-level policies directly aimed at fostering AI innovation,
creating a dataset more suitable for empirical research.
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2 Data

2.1 Constructing Global AI Patent Database

The first step in constructing our dataset was to develop a methodology to identify
AI-related patent filings globally. We began by focusing on US AI patent filings using
the Artificial Intelligence Patent Dataset (AIPD),4 as provided by the USPTO (Giczy,
Pairolero, and Toole, 2022).5 We classify AI patents in accordance with the USPTO’s
guidelines.6

Next, we used US AI patents from the AIPD to identify international AI patent
applications by measuring their semantic text similarity. We used text vectors7 provided
by Google Patents and computed the pairwise cosine similarity8 between each international
patent application and the US AI patents. If the cosine similarity score exceeded 0.9 for
any comparison, we classified that international patent application as AI-related. The
rationale for this method is that the USPTO attracts inventors from around the world
who seek IP protection for significant technological innovations. Consequently, a bona
fide AI invention should be semantically similar to at least a subset of AI patents filed
with the USPTO. It is unlikely that a genuine AI invention would show no overlap with

4The 2023 update of the AIPD identifies which of 15.4 million US patent documents (both patents
and pre-grant publications, or PGPubs) published from 1976 through 2023 contain AI. These documents
are separately categorized into eight AI component technologies from the AIPD: machine learning, vision,
natural language processing, speech, evolutionary computation, AI hardware, knowledge processing, and
planning and control.

5Note that this paper is written by Chief Economists at the USPTO.
6A patent application is deemed AI-related if its predictive AI score on AIPD was at least 0.5. AIPD

classifies documents with a prediction score of 0.5 or higher as AI-related; documents scoring below this
threshold are not considered AI-related. The distribution of these prediction scores is highly right-skewed.
Consequently, increasing the classification threshold from 0.5 to 0.8 results in only a 5% reclassification of
patents from AI to non-AI across the entire database. Our results are robust to this threshold up to a level
of 0.9.

7In the field of natural language processing, these vectors are known as text embeddings. Google provides
64-dimensional representations to capture the semantic meaning of a patent document.

8Cosine similarity measures how similar two text vectors (embeddings) are in direction; a higher score
(close to 1) indicates stronger semantic overlap, whereas 0 indicates orthogonality (no semantic overlap).
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all 9 AI patents in the USPTO. Therefore, while this method may exclude a small number
of edge cases or less critical inventions, it is expected to capture the vast majority of
important AI patents.

Furthermore, we categorized these patents into eight domains (machine learning, vision,
natural language processing, speech, evolutionary computation, AI hardware, knowledge
processing, planning & control) based on the highest prediction scores for these domains
from AIPD. Finally, during the sample period from 2006 to 2019, we identified 1,568,818
AI patent filings with unique family IDs, including 455,461 filed by inventors from the
United States.

2.1.1 Descriptive Statistics of AI Patent Applications

In analyzing our global AI patent applications, we provide a detailed breakdown at
the country level in Table A3. The data show that the United States, Japan, China, and
South Korea are among the most prolific, with approximately 455,461, 370,089, 302,758,
and 152,437 applications, respectively. Furthermore, Figure 2 illustrates the time series
variation in AI patent applications in 48 countries from 1990 to 2022. We find divergent
trends between China and the United States: after 2018, China surpassed the United States
to become the leading AI innovation by the number of AI patent applications, accounting
for approximately 50% of global applications by 2019, compared to 20% for the United
States. Historically, Japan led AI patent applications throughout much of the twentieth
century, but experienced a decline from 1990 to 2022, with the United States surpassing
it around 2002.

Furthermore, we examine the domain-specific distribution of AI patent applications,
categorized into eight classifications by the AI Patent Database (AIPD), as shown in

9We considers both backward and forward similarity. An identified AI patent could be similar to prior
US AI patents (indicating it builds upon existing work) and/or serve as a basis for future US AI patents
(indicated by similarity to later patents). Theoretically, this approach might only fail to identify completely
novel and low quality AI inventions that have no backward overlap and subsequently attract no interests
from future US patents.
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Table A3. The majority of patent filings from the United States (32.55%), China (30.70%),
South Korea (27.50%) ,Germany (37.86%) and the United Kingdom ( 36.03%) fall under
“Planning and Control.”10 In contrast, Japan, Taiwan and Netherlands primarily focus on
“Vision” technologies, which account for 34%, 35% and 30%of their respective applications.

2.2 Measuring Scientist-level AI Productivity

We use scientists (inventors) as the unit of analysis, following the innovation literature
(e.g. Moretti, 2021), because they are the cornerstone of innovation.11 Furthermore, this
focus aligns with the nature of the policies studied, which typically support AI research
and thus directly impact AI researchers. Having identified global AI patent applications,
we use this dataset to measure the productivity of AI inventors. We define AI inventors
as those individuals listed on at least one identified AI patent application. To measure
productivity, we employ two metrics for each inventor i and year t.

The first metric is a simple count: the number of AI patent applications filed by inventor
𝑖 in year 𝑡. Recognizing that patent value is heterogeneous, Our second metric is citation-
weighted counts which is the sum of forward citations12 received by inventor 𝑖’s patents
that were filed in year t. Citations are counted up to the end of 2024.

Patent citation data are subject to truncation issues which are a well-acknowledged
challenge in innovation studies (Hall, Jaffe, and Trajtenberg, 2005). To mitigate this, our
analysis period for patent filings extends only up to 2019. This cutoff provides a five-year

10The AIPD classifies AI patents into eight categories: Planning & Control: processes for identifying,
creating, and executing activities to achieve specified goals; Knowledge Processing: representing and deriving
facts about the world for use in automated systems; AI Hardware: physical computing components
designed for increased processing efficiency and speed; Computer Vision: extracting and interpreting
information from images and videos; Machine Learning: computational models that learn from data;
Natural Language Processing: understanding and processing written language data; Speech Recognition:
techniques for interpreting spoken language, including responding to commands; Evolutionary Computation:
computational routines inspired by natural evolution.

11It’s no exception for AI innovation. Anecdotal evidence points to intense competition for top talent in
the AI industry. In mid-2025, reports surfaced of Meta offering compensation packages reaching $100 million
to poach researchers from competitors like OpenAI. This ”cash-first” approach, often personally championed
by CEO Mark Zuckerberg, has seen him directly negotiate with top-tier talent, reportedly tabling offers as
high as $200 million to lure individuals away from rival labs.

12Forward citations refer to the number of times a focal patent is cited by subsequent patents.
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window for patent applications filed by the end of 2019 to potentially be granted and to
accumulate forward citations. This is generally considered adequate, as forward citations
typically begin accruing relatively quickly after patent publication. Following Hall, Jaffe,
and Trajtenberg (2005), we add year fixed effects to all our empirical tests to adjust for
systematic differences in citation patterns across years.

Table 1 presents summary statistics for the key variables used in our analysis, which
are constructed at the inventor-year level. It is important to note that the number of
observations reported here is smaller than that in our regression tables given we use
“stacked” regressions, as detailed in the methodology section. Variable definitions are
in Table A1.

2.3 National AI-Related Strategies and Policies Data

Our primary data source for analyzing national AI strategies and policies is the OECD
AI Policy Database. This comprehensive dataset provides detailed information on AI-
related policies across countries, including average annual budgets, policy types, and
implementation periods. Policies are classified into four main categories: governance,
financial support, guidance & regulation, and AI enablers & other incentives, each of
which contains several subtypes.13 Each category represents a different type of policy
approach that shapes how governments support, regulate, and guide AI-related innovation
efforts. Governance policies provide strategic direction and institutional oversight, aligning
AI development with public priorities through coordination and state-led initiatives.

13Governance includes national AI strategies, coordination and monitoring bodies, public consultations
with stakeholders or experts, and the use of AI in the public sector. Guidance and Regulation covers
standards and certification for technology development and adoption, labor mobility regulations and
incentives, regulatory oversight and ethical advisory bodies, and emerging AI-related regulations. Financial
Support includes institutional funding for public research, project grants, business R&D grants, innovation-
related loans and credits, centers of excellence, procurement programs for AI R&D and innovation, fellowships
and scholarships, equity financing, and indirect financial support. AI Enablers and Other Incentives
encompass innovation challenges, prizes and awards, knowledge transfer and advisory services, networking
and collaborative platforms, AI computing and research infrastructure, data access and sharing, public
awareness campaigns, civic participation activities, labor market policies, and AI skills and education
programs.
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Financial support policies act as direct subsidies for innovation inputs, including public
R&D funding and capital investment. Guidance and regulation policies aim to manage
externalities by establishing legal and ethical standards for AI development. AI enablers
and other incentives focus on building long-term innovation capacity through investments
in infrastructure, human capital, and collaborative ecosystems.

For instance, the governance category includes four subtypes: national AI strategies,
coordination and monitoring bodies, public consultations, and public sector AI adoption.
In our main analysis, we construct a treatment-post dummy variable for each policy and
policy category, coded as 1 during the period of implementation and 0 otherwise. As part
of our robustness checks, we also incorporate each policy’s average annual budget. Due to
the lack of granular financial allocation data, we assume an equal distribution of budget
across subcategories within each policy type.

The original dataset contains over 1,000 unique policies from 69 countries, spanning
1969 to 2024. Since some policies are general innovation policies, rather than specifically
AI-focused, we use ChatGPT GPT-4o (see Table A5 for exact prompt used) to analyze
each policy description and identify those related to AI. Each description was evaluated
ten times, and we retained only policies that were confirmed in at least seven out of ten
evaluations as: (1) AI-related, (2) national in scope, and (3) applicable to all entity groups.
Point (2) and (3) are to ensure that the selected policies align with our dependent variable,
which includes all inventors.

This process yielded a refined dataset of 188 AI-specific policies from 42 countries and
regions, spanning 2011 to 2022. We further enhanced data quality by employing a team
of research assistants to incorporate reliable government budget disclosures and reports,
including information from social media sources. For example, many US AI policies lacked
explicit budget information; therefore, we gathered data on annual federal non-defense
AI R&D investments from the Networking and Information Technology Research and
Development Program (NITRD). Since the FY2020 budget request, NITRD has reported
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these investments annually in response to Executive Order 13859, “Maintaining American
Leadership in Artificial Intelligence.”

2.3.1 Descriptive Study of AI Policies

Our analysis includes 188 national AI-related policies from 41 countries, covering the
period 2011 to 2019. Figure 1 displays a word cloud generated from the descriptions of
the national AI policies examined, highlighting key terms such as “artificial intelligence,“
development”, “research,” “government,” and “national”. Further quantitative details on
these policies are provided in Table A2. This table summarizes policy statistics, including
average annual budgets categorized into areas like governance, guidance & regulation,
financial support, and AI enablers & other incentives (alternatively termed non-monetary
incentives). Notably, the United States and Saudi Arabia allocate the largest budgets,
at 6,546 million and 4,936 million USD, respectively. Finally, to illustrate the qualitative
focus of different national strategies, Table A6 summarizes policy descriptions for a set of
major countries.

For the US, we identify the United States’ National Robotics Initiative (NRI), launched
in 2011, as the first major national-level AI policy in our analysis. According to the
National Artificial Intelligence Research and Development Strategic Plan (2016), the NRI
is explicitly highlighted as one of the earliest strategic R&D initiatives relevant to AI.14

Although the plan does not explicitly label the NRI as the first AI-related policy, it
documents the NRI’s start date as earlier than other AI initiatives, suggesting its important
role in shaping subsequent national AI policy frameworks. This pattern persists with our
countries as well, we observe countries continue to implement AI promoting policies after
the first one.

Additional evidence further supports identifying the NRI as an initial policy shock. The
14See National Artificial Intelligence Research and Development Strategic Plan (2016) available at https:

//www.nitrd.gov/pubs/national_ai_rd_strategic_plan.pdf. The relevant discussion is from page 6 to
page 7.
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National Artificial Intelligence Research and Development Strategic Plan (2016) documents
a notable increase in AI-related publications and patents — particularly in deep learning
— following the initiative’s introduction,15 implying a stimulative effect on AI innovation.
Complementing this finding, we also document a significant increase in AI-specific research
funding provided by the National Science Foundation (NSF) after the NRI’s launch.
Figure 5 shows that the proportion of NSF awards dedicated to AI research rose from
approximately 7% in 2010 to around 10% in 2012, with a sharper increase immediately
after the 2011 introduction of the NRI. This structural shift provides empirical support
for treating the NRI as the initial national-level AI policy shock, marking the increased
governmental commitment and public investment in AI research and development.

Figure 3 outlines the evolution of major U.S. AI-related policies. Following the NRI,
the next pivotal policy was the National Artificial Intelligence Research and Development
Strategic Plan (2016), which explicitly guided government investment toward underfunded
research areas and aimed to strengthen the AI talent pipeline. Since 2016, numerous
policies have emerged, including the Executive Order on Maintaining American Leadership
in AI, reinforcing the government’s strategic commitment to AI. The most recent example
at the time of writing, although outside our sample period, is President Trump’s Executive
Order ’Removing Barriers to American Leadership in Artificial Intelligence’, which creates
a supportive environment for initiatives like Stargate by prioritizing deregulation and
strengthening the leadership of American AI. Stargate is a $500 billion public-private
partnership funded by a combination of government and private investment.

For emerging countries also major player in AI like China, its National New Generation
AI Plan, launched in 2017, outlines ambitious targets for AI R&D and aims to establish
China as a global leader in AI by 2030. This plan is not only advancing R&D
but also accelerating industrialization and talent development. Meanwhile, Canada’s
Pan-Canadian AI Strategy of 2017, with a CAD 125 million investment, focuses on

15See the relevant discussion available at https://www.nitrd.gov/pubs/national_ai_rd_strategic_
plan.pdf from page 13 to page 14.
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retaining and attracting top academic talent, improving research capacity and fostering
commercialization. Additionally, Singapore’s AI Research Program in 2018 launched high-
quality research in fundamental AI technologies, encouraging national collaborations and
nurturing local AI talents. Similarly, Japan’s High Performance Computing Infrastructure
Project, featuring the Fugaku supercomputer since 2012, supports extensive AI research
capabilities.

The first country by policy budget, Saudi Arabia’s Saudi Data and Artificial Intelligence
Authority (SDAIA), established in 2019, is the lead entity responsible for advancing the
nation’s data and AI agenda. Mandated with unlocking the value of data and AI, SDAIA
aims to elevate Saudi Arabia into the elite league of data-driven economies. Its work spans
innovation, infrastructure, and capability-building, while supporting the values-based G20
AI Principles and fostering a robust digital ecosystem. SDAIA oversees three key entities:
the National Information Center, the National Data Management Office, and the National
Center for Artificial Intelligence (NCAI)—the latter also launched in 2019 to orchestrate AI
research, develop scalable solutions, advise the government on AI strategies, and promote
AI education and public awareness. With its National Strategy for Data and AI launched
in 2020, SDAIA seeks to position Saudi Arabia as a global leader in AI by 2030 through
adoption, international collaboration, and human capital development.

One of the primary objectives of this paper is to evaluate the impact of these policies.
However, it is important to recognize their substantial differences in scope, design, and
implementation. Consequently, our analysis focuses on estimating the Average Treatment
Effects (ATE) across the sample, offering a broad understanding of their overall influence.
In later sections, we complement this aggregate analysis by examining the effects of
individual countries’ policies where feasible.

12



3 Empirical Method and Baseline Results

3.1 Empirical Model

A significant development in “Difference-in-Difference” methods since Bertrand, Duflo,
and Mullainathan (2004) is that the two-way fixed effect (TWFE) approach is regarded
as potentially biased when early-treated observations serve as a control for later-treated
observations (Baker, Larcker, and Wang, 2022; Callaway and Sant’Anna, 2021; Sant’Anna
and Zhao, 2020). Hence, we start our baseline analysis by using the recommended stacked
“difference-in-differences” (DID) regression (see, e.g., Gormley and Matsa, 2011; Cengiz,
Dube, Lindner, and Zipperer, 2019; Deshpande and Li, 2019; Baker, Larcker, and Wang,
2022)):

𝐸(𝑌𝑖𝑗𝑐𝑡) = 𝑒𝑥𝑝(𝛽0 + 𝛽1AI Policy𝑗𝑐𝑡 + 𝜙𝑖𝑐 + 𝜆𝑡𝑐 + 𝜖𝑖𝑐𝑗𝑡) (3.1)

In this model, 𝑦 represents one of several dependent variables of interest for inventor 𝑖
in year 𝑡. The variable AI Policy is an indicator equal to one if inventors in country
𝑗 are subject to a national AI-related policy implemented in or before year 𝑡. Inventor
locations 𝑗 are determined from the home addresses recorded on their patents. We define
the post periods as all years from the implementation of a country’s first national AI policy
onwards; this reflects the observation that countries typically maintain continuous support
for AI and enact follow-on policies. Given that our dependent variables are count data,
we estimate the model using Poisson regression (Cohn, Liu, and Wardlaw, 2022).

In the stacked difference-in-differences (DID) approach, each treated country is paired
with control countries that are either “yet to treat” or “never treated”. These control groups
are unaffected by bias from the traditional two-way fixed effects (TWFE) estimator, as
discussed above. The treated countries and their corresponding clean controls define a
cohort. For an inventor in a treated country, this indicator switches from zero to one when
the first national AI-related policy is implemented.
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We include inventor × cohorts (𝜙𝑖𝑐) fixed effects to control for any fixed differences
between inventors and cohort × year (𝜆𝑡𝑐) fixed effects to account for time trends at the
cohort level. Standard errors are clustered at the country level, following Bertrand, Duflo,
and Mullainathan (2004). This clustering is essential because our unit of analysis is at the
inventor level with a large number of observations. Clustering at the country level ensures
that statistical significance is not driven solely by the large 𝑁 . Instead, test statistics are
computed based on the number of countries. Finally, 𝛽1 is the DID estimator, with fixed
effects that absorb individual terms such as 𝑇 𝑟𝑒𝑎𝑡 and 𝑃𝑜𝑠𝑡.

We also estimate the structural approach as in Callaway and Sant’Anna (2021) to
address the biases in TWFE, reported in Panel B of Table 2. We use stacked DID as
our main specification due to its flexibility. The Callaway and Sant’Anna (2021) method
requires inverse probability weighting using OLS; however, estimating with count data
necessitates a count data model. Therefore, we estimate Callaway and Sant’Anna (2021)
using the logarithm of the dependent variable which is count data. While the results
are consistent, their interpretation requires caveats due to potential biases from the log
transformation of the dependent variable (Cohn, Liu, and Wardlaw, 2022).

The key identifying assumption for difference-in-differences (DID) analyses is the
parallel trends assumption, which requires that the treated and control groups exhibit
similar trends in the dependent variable prior to the intervention. For all dependent
variables analyzed, the trends—specifically, the interaction of the treatment indicator with
time periods from t-3 to t+3—are reported in Table A8. Overall, no significant pre-
treatment trends are found. The DID graph is also plotted with Callaway and Sant’Anna
(2021) in Figure 4a, and again the results are consistent.

3.2 Baseline Results

Our findings indicate a decline in both the quantity and quality of innovation output
following the implementation of national AI policies. Specifically, Panel A of Table 2
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presents our DID estimates of the national AI policy’s impact on inventor productivity
and patent quality. A key finding is a negative effect on both the quantity and quality
of inventor output. Specifically, Column 1 (Panel A) indicates the policy is associated
with a 9.1% relative decrease in the number of AI patents filed by treated inventors post-
implementation. It is important to interpret this within the DID framework. This result
does not mean that absolute productivity fell in treated countries; rather, it indicates that
productivity for inventors in treated countries increased less than it did for inventors in
control countries after the policy implementation. In fact, inventors in both treated and
control groups show an increasing trend in absolute productivity over time. As shown in
Figure 4b, inventors in both groups exhibited an upward trend in absolute productivity
over time after the policy implementation; however, the increase was smaller for inventors
in treated countries relative to those in the control countries.

Our results indicate a decline in the quantity of innovation output. While one might
hypothesize that this is driven by a shift toward fewer, higher-quality innovations, the
evidence from Panel A of Table 2 contradicts this notion. In fact, our findings suggest that
patent quality also declines. Specifically, Columns 2 and 3 show the policy is associated
with decreases of 37.6% in citation-weighted count and 30% in average forward citations,
respectively.

In Panel B of Table 2, we employ the method from Callaway and Sant’Anna (2021)
to address potential biases in standard TWFE models. The results are qualitatively
consistent with our primary findings. Across all columns, the introduction of AI policies
is associated with a statistically significant decline in AI patent citation-weighted count,
with estimates ranging from -18.2% to -38.8%, depending on the specification. Because
the log transformation of the dependent variable in these models makes interpretation of
the magnitude difficult, we rely on Panel A for economic magnitude, while Panel B serves
as a robustness check.

Furthermore, we assess the robustness of our findings using alternative model spec-
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ifications. First, in Table A9, we include the natural logarithm of GDP per capita
as an additional control in the baseline Poisson regression to account for cross-country
differences in economic development and underlying innovation capacity. Second, in
Table A10, we replace the AI policy indicator with the natural logarithm of the policy
budget as the main independent variable to better capture the intensity of government
support. Finally, in Table A11, we estimate an ordinary least squares (OLS) regression
using the AI policy indicator, where the dependent variables—AI patent metrics—are log-
transformed to improve model fit and facilitate interpretation in percentage terms. Across
all specifications, the results remain qualitatively consistent with our baseline findings.

Furthermore, we assess the robustness of our findings using alternative model specifi-
cations. First, in Table A9, we include the natural logarithm of GDP per capita as an
additional control in the baseline Poisson regression to account for cross-country differences
in economic development and innovation capacity. Second, in Table A10, we replace the AI
policy indicator with the natural logarithm of the policy budget as the main independent
variable to capture the intensity of government support. Finally, in Table A11, we
estimate an ordinary least squares (OLS) regression using the AI policy indicator, where
the dependent variables—AI patent metrics—are transformed using natural logarithms.
Across all specifications, the results remain qualitatively consistent with our baseline
findings.

3.2.1 Heterogeneous Effect of National AI-Related Policy on AI Innovation

We examine the effects of four distinct types of national AI policies, as defined by the
OECD. First, Governance policies focus on overarching national strategies and institutional
oversight. Second, Financial Support involves direct funding mechanisms, such as R&D
grants and investment capital. Third, Guidance and Regulation establishes legal and
ethical frameworks for AI development. Finally, AI Enablers and Other Incentives aim to
build long-term capacity through investments in infrastructure, talent development, and
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collaborative platforms.
Our analysis indicates that the most of these policy types are associated with a

decline in innovation productivity, as presented in Table A12. Policies focused on AI
Enablers show the largest negative impact, potentially because their broad scope dilutes
resources and their benefits take longer to materialize. Similarly, Financial Support and
Guidance and Regulation are linked to significant declines; the former may encourage safer,
incremental projects over radical breakthroughs, while the latter can deter novel research
through burdensome compliance. The sole exception is Governance policies, which show
no significant adverse effect on productivity.

3.3 Country-Level Analysis

A key question is whether these micro-level dynamics translate into a broader decline
in national innovation output. To answer this, we examine the impact of national AI
policies on country-level innovation aggregates. The Poisson estimates, presented in Panel
A of Table 3, suggest a significant decline in both the quantity (patent counts) and quality
(citation-weighted counts) of patents following policy adoption. Crucially, the pre-trend
analysis in Panel B indicates that this decline is not driven by pre-existing downward
trends, as there is no evidence of a negative trajectory prior to the implementation of the
policy.

We then explore alternative explanations for this national-level decline beyond the
observed drop in individual inventor productivity. One possibility is that the decline
reflects a reduction in the total number of AI inventors. Although the policy’s effect on
inventor counts is negative, as shown in Panel A, Column 4, this relationship appears to
be driven by selection rather than causation. Specifically, the Poisson estimate of –0.292 in
Column 4 of Panel A implies a 25.32% reduction in the probability of having an additional
AI inventor following policy adoption. Moreover, Column 4 of Panel B shows that countries
already experiencing a downward trend in inventor counts were more likely to implement
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AI-related support policies. These findings suggest that the decline in inventor counts
cannot be causally attributed to the policy itself.

A second potential alternative explanation is that national AI policies may induce an
inflow of lower-impact inventors and crowd out high-impact inventors, thereby reducing
aggregate innovation output. To examine this possibility, we analyze the composition of
the inventor workforce based on pre-policy impact. Specifically, inventors are classified
annually as high-impact if their AI patents rank in the top 10% in terms of citation-
weighted count over the preceding five years. We compute the high-impact inventor share
as the number of high-impact inventors divided by the total number of unique inventors
filing AI patents in a given year; the remainder constitutes the low-impact inventor share.
As reported in Table 3, we find no significant changes in the shares of high- or low-impact
inventors following policy adoption, suggesting that a shift in inventor composition is
unlikely to explain the observed decline in innovation output.

Overall, after investigating these alternative channels, our findings suggest that the
decline in individual inventor productivity is a plausible contributing factor to the observed
decline at the national level.

3.4 Placebo Test Using Non-AI Patents

Although the parallel trends assumption holds in our pre-treatment periods, this does
not rule out the possibility that an unobserved confounding factor could simultaneously
affect the treated countries precisely at the time of their treatment, biasing our results.
To lend further confidence in the link between policy and innovation output, we conduct
a placebo test using non-AI patents as the outcome variable. The underlying logic is that
national AI policies should primarily affect AI innovation, with smaller or little impact on
other technological domains.

The results are presented in Table A13, which reports the policy effects on non-AI
patent counts, citation-weighted counts, and average forward citations using both our
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stacked DID (Panel A) and the Callaway and Sant’Anna (2021) approach (Panel B). We
find that the estimated policy effects on non-AI patents are negative but mostly statistically
insignificant, especially in our baseline stacked DID specification.

While we observe some small, statistically significant negative effects in the more
sensitive Callaway and Sant’Anna (2021) estimations, this is not entirely unexpected. AI
innovations are often built upon non-AI technologies and can spur new applications in other
fields (Babina, Fedyk, He, and Hodson, 2024). Therefore, a policy-induced reduction in
AI innovation could plausibly create negative spillovers to non-AI domains. Nevertheless,
the economic and statistical significance of these effects on non-AI patents is substantially
smaller than the impact we document for AI patents.

4 Conceptual Framework

Our results so far present an intriguing case that innovation policies that designed to
promote innovation has in fact negative effect. To probe the reasons behind this negative
effect, we develop a simple general equilibrium framework. Classic endogenous growth
models (e.g., Romer, 1990) emphasize that technological progress stems from intentional
R&D investments, suggesting a valuable role for policy guidance. Schumpeterian growth
models (e.g., Aghion and Howitt, 1992) further highlight the role of creative destruction,
where radical innovations displace obsolete technologies. Building on these insights, our
model incorporates a key feature of modern innovation policy as discussed earlier: targeted
support for radical innovations, as opposed to broad, untargeted R&D subsidies. We
distinguish between two types of innovation: radical innovations, which offer the potential
for significant gains but carry inherent risks, and incremental innovations, which provide
safer, more modest returns.16 Our model incorporates heterogeneous inventors, consumers,
firms, and government interventions to assess how policy affects inventors’ strategic choices

16In fact, this way of modeling innovation is not new and has been heavily used in policy and innovation
studies (e.g. Aghion, Bergeaud, and Van Reenen, 2023; Atkeson and Burstein, 2019).
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and aggregate innovation outcomes.
The central insight from the model is that by subsidizing riskier projects with higher

potential returns, governments can induce a strategic shift among inventors. Talented
researchers, who might otherwise pursue safer projects, are incentivized to undertake more
ambitious, “moonshot” endeavors. This shift toward riskier projects naturally leads to a
higher rate of failure, explaining the observed decline in average productivity. However,
it also increases the likelihood of major breakthroughs, creating a higher variance in
innovation outcomes. The framework thus provides a rationale for why policies aimed
at fostering long-term technological leadership might generate seemingly negative short-
term outcomes. In an extension, we show how these outcomes can be compounded by the
government’s imperfect ability to screen for and select the most promising projects, which
can lead to a misallocation of resources.

We proceed by laying out the economic environment, including the key agents and
their objectives. We then derive the inventors’ optimal innovation strategy and make sure
the general equilibrium market-clearing conditions satisfy. Using this model, we analyze
how government grants targeting radical R&D alter the equilibrium allocation of talent
between incremental and radical innovation. We conduct comparative statics to explore
these policy effects, drawing on insights from the literature on endogenous growth (Romer,
1990; Aghion and Howitt, 1992) and innovation incentives (e.g. Acemoglu et al., 2018).
Finally, we extend the analysis to show how these policies address market failures and how
their effectiveness interplays with the government’s imperfect information about innovation
quality. For convenience, we provide a table detailing the parameters in model and their
definitions in Table A4.
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4.1 Model Setup

4.1.1 Players

The model economy is populated by four types of agents: a continuum of heterogeneous
inventors, perfectly competitive final goods firms, consumers, and a government. Time is
discrete and, for the core of the analysis, we focus on a single period to cleanly illustrate
the static choice problem faced by inventors.

Consumers: They represents the general population or households of the economy.
This group constitutes the production workforce, supplying a total of 𝐿 units of labor
inelastically to firms. Their primary economic activity is to power the production of
physical goods and services; they do not engage in innovation. A perfectly competitive
final goods sector uses this labor to produce a single homogeneous good, 𝑌𝑡, using a linear
production function:

𝑌𝑡 = 𝐴𝑡𝐿𝑌 (4.1)

where 𝐴𝑡 represents the economy’s aggregate stock of technology, and 𝐿𝑌 is the amount
of production labor employed. Firms in this sector are price-takers and maximize profits,
which leads to a simple determination of the equilibrium wage for production labor:

𝑤𝑡 = 𝐴𝑡 (4.2)

This wage, 𝑤𝑡, represents the baseline opportunity cost of labor in the economy and serves
as a benchmark for the returns to innovation. This setup also ensures the goods and
labour market clears so we can abstract away from market clearing conditions and focus
on inventor choices.

Inventors: They are a specialized, high-skill class of individuals completely separate
from the production workforce: the inventors. This population, which can be thought of as
the economy’s dedicated R&D specialists, scientists, and engineers, is normalized to a unit
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mass of one for convenience. Their sole economic function is to create new knowledge assets
(i.e., patents and ideas). The income they earn from this activity, whether the safe return
𝜖 or the radical reward 𝑉𝑅, represents the present market value of the future profits these
assets are expected to generate. This income is thus a claim on future output, financed
by the capital market today, allowing it to coexist with the production workers’ claim on
current output. This modeling choice, which separates the agents of innovation from the
agents of production, is a standard feature in Schumpeterian growth models and allows
for a focus on the allocation of specialized innovative talent (Akcigit and Kerr, 2018).

Each inventor 𝑖 possesses a unique, innate talent level, 𝑝𝑖, which determines their
personal probability of success on the radical path. This parameter reflects the widely
accepted notion that innovative potential is not uniform, and that individual characteristics
are primary drivers of innovation outcomes. We assume that 𝑝𝑖 is drawn from a known,
continuous, and differentiable cumulative distribution function (CDF) 𝐹(𝑝) with support
on [0, 𝑝], where 𝑝 < 1 to rule out certain success for even the most talented inventor.

Firms: A sector of perfectly competitive firms produces a single homogeneous final
good, 𝑌𝑡. Production requires two inputs: labor, 𝐿𝑌 , and the economy’s aggregate stock
of technology, 𝐴𝑡. We assume a linear production function, 𝑌𝑡 = 𝐴𝑡𝐿𝑌 . Firms act as
price-takers in both the output and labor markets, maximizing profits. The role of firms
in this setup is to link the labor and goods markets: they hire production labor from
consumers and produce the final good, which is then consumed, ensuring both markets
clear. In this capacity, firms serve to determine the equilibrium wage. Profit maximization
under perfect competition ensures that the wage is equal to the marginal product of labor,
yielding Equation 4.2 as discussed earlier.

Government: The government’s objective is to promote technological advancement for
productivity gains, particularly for radical innovation where market failures are presumed
to exist. The government offers a subsidy, 𝐺, for radical innovation, financed by lump-sum
taxes on consumers. This allows us to isolate the incentive effect of the policy on the
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direction of innovation. The grant acts as a form of insurance, reducing the private cost
of failure and encouraging risk-taking.

4.1.2 Additive Technological Progress

While the model is static, the equilibrium allocation of talent has direct consequences
for the expected growth of the economy. We can formalize the law of motion for technology
by assuming an additive process where incremental and radical innovations contribute
differently to progress. Let 𝛿 be the small, certain productivity gain from an incremental
success, and let 𝛾 be the large productivity gain from a radical success, with 𝛾 ≫ 𝛿. The
expected level of technology in the next period, 𝐴𝑡+1, is then given by:

𝐸[𝐴𝑡+1] = 𝐴𝑡 + (1 − 𝜓∗) ⋅ 𝛿 + 𝜓∗ ⋅ 𝐸[𝑝𝑖|𝑝𝑖 ≥ 𝑝∗] ⋅ 𝛾 (4.3)

This equation makes the government’s long-term objective explicit. By increasing the
subsidy 𝐺, the government raises 𝜓∗, the faction of inventors who pursue the radical path
(as defined in the next section in Equation 4.7)., knowingly reducing the certain, short-
term gains from incremental innovation ((1 − 𝜓∗)𝛿) in order to increase the chances of a
high-impact, radical breakthrough (𝜓∗ ⋅ 𝐸[𝑝𝑖|𝑝𝑖 ≥ 𝑝∗] ⋅ 𝛾) that drives long-run growth.

4.2 The Inventor’s Optimization Problem and Implication

As discussed earlier, when peruse innovation projects, the inventor face two choices:
Incremental Innovation: By pursuing an incremental innovation, an inventor is

guaranteed a small, certain payoff, we posit that the payoff is at least as large as the
production wage: 𝜖 ≥ 𝑤𝑡. This implies that inventors are a specialized group whose
opportunity cost is engaging in other R&D, not production work. For simplicity, we set
𝜖 = 𝑤𝑡 without loss of generality as setting any 𝜖 ≥ 𝑤𝑡 would not alter model’s key results.

Radical Innovation: An inventor 𝑖 choosing the radical path incurs a uniform private
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cost 𝑐 to undertake a high-risk project. The project succeeds with the inventor’s
idiosyncratic probability 𝑝𝑖, generating a large private value 𝑉𝑅 (e.g., the capitalized value
of monopoly profits from a patent). If the project fails, which occurs with probability
(1 − 𝑝𝑖), the return is zero.

4.2.1 The Indifference Condition

A risk-neutral inventor 𝑖 will choose the radical innovation path if and only if the
expected payoff from doing so, inclusive of the government grant, exceeds the payoff from
their safe outside option. The decision rule is to choose radical innovation if:

𝑝𝑖 ⋅ 𝑉𝑅 − 𝑐 + 𝐺 ≥ 𝑤𝑡 (4.4)

Given the continuous distribution of talent 𝑝𝑖, there will exist a marginal inventor, denoted
by a cutoff probability 𝑝∗, who is exactly indifferent between the two paths. For this
inventor, the expected utility from each path is equal:

𝑝∗ ⋅ 𝑉𝑅 − 𝑐 + 𝐺 = 𝑤𝑡 (4.5)

This equation represents the central trade-off in the model. It crisply captures how an
inventor’s ability (𝑝∗), the rewards to innovation (𝑉𝑅, 𝑤𝑡), the costs (𝑐), and government
policy (𝐺) interact to determine the innovation choice. We can solve this equation directly
for the equilibrium cutoff probability:

𝑝∗ = 𝑤𝑡 + 𝑐 − 𝐺
𝑉𝑅

(4.6)

All inventors with a higher intrinsic success probability (𝑝𝑖 ≥ 𝑝∗) will strictly prefer the
risky but potentially lucrative radical path. Conversely, all those with a lower success
probability (𝑝𝑖 < 𝑝∗) will opt for the safety of incremental innovation.
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4.2.2 Equilibrium Allocation of Talent

The equilibrium fraction of the inventor population that chooses to pursue radical
innovation, which we denote by 𝜓 , is the measure of all inventors whose success probability
is at or above the cutoff 𝑝∗. This is given by:

𝜓∗ = ∫
𝑝

𝑝∗
𝑓(𝑝)𝑑𝑝 = 1 − 𝐹(𝑝∗) (4.7)

where 𝐹(⋅) is the cumulative distribution function of success probabilities. The remaining
fraction of inventors, 1 − 𝜓∗, engages in incremental innovation.

Since we separate the inventor population from the production labor force, the
allocation of innovative talent is determined within the community of inventors, as
described above. The production labor market clears separately, with the full labor supply
𝐿 being employed in the final goods sector (𝐿𝑌 = 𝐿), determining the wage 𝑤𝑡 = 𝐴𝑡.

4.2.3 Comparative Statics

An increase in the grant 𝐺 lowers the required success probability 𝑝∗:

𝜕𝑝∗

𝜕𝐺 = − 1
𝑉𝑅

< 0 (4.8)

As the grant increases, the required success probability 𝑝∗ for a radical project to be
privately viable falls. This induces a marginal group of inventors—those with abilities
𝑝𝑖 just below the old cutoff but above the new one—to switch from the safe incremental
path to the risky radical path. Consequently, the fraction of inventors pursuing radical
innovation, 𝜓∗ = 1−𝐹(𝑝∗), unambiguously increases with the size of the grant. The policy
successfully directs the economy’s innovative efforts toward more ambitious projects.
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4.2.4 Impact on Innovation Quantity and Quality

This shift in allocation has direct consequences for the expected number and quality-
weighted output of innovations.

Quantity: The total expected number of successful innovations (patents) in a period is
the sum of certain incremental successes and probabilistic radical successes:

𝐸[𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦] = (1 − 𝜓∗) ⋅ 1 + 𝜓∗ ⋅ 𝐸[𝑝𝑖|𝑝𝑖 ≥ 𝑝∗] (4.9)

The first term represents the certain successes from the 1 − 𝜓∗ inventors pursuing
incremental innovation. The second term represents the expected number of successes
from the 𝜓∗ inventors pursuing radical innovation. When policy 𝐺 increases, 𝜓∗ rises.
This reallocates inventors from the first term (where each contributes one certain patent)
to the second term (where each contributes 𝑝𝑖 < 1 expected patents). The inventors
who are induced to switch are, by definition, those with lower ability, having success
probabilities 𝑝𝑖 close to the new, lower cutoff 𝑝∗. If the average success probability of these
marginal inventors is sufficiently low, the loss of certain incremental patents may not be
fully offset by the gain in expected radical patents. This leads to a potential decline in the
total expected number of innovations, providing a direct theoretical explanation for our
empirical finding of a decrease in patent quantity post-policy.

Quality-weighted output: By lowering the barrier to entry for ambitious projects,
the policy attracts a new group of “marginal” inventors whose projects have a higher
probability of failure. This influx of high-risk attempts could mechanically drag down the
average quality for the entire economy.

To formalize this, let an incremental patent have a certain, baseline quality of 1. A
successful radical patent has a much higher quality of 𝑅 > 1. A failed radical project has a
quality of 0. We can investigate the inventor-average quality-weighted output by just look
at just the “marginal investor”, they essentially give up incremental project of quality 1
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for radical attempt of expected output of 𝑝∗ ⋅ 𝑅 and quality weighted output can decrease
if 𝑝∗𝑅 < 1.

This results propagate to the economy level. The quality-weighted output of patents
in the economy is:

𝐸[Quality-weighted Output] = (1 − 𝜓∗) ⋅ 1 + 𝜓∗ ⋅ 𝐸[𝑝𝑖|𝑝𝑖 ≥ 𝑝∗] × 𝑅 (4.10)

The government grant G lowers the talent cutoff 𝑝∗, causing inventors at this new,
lower margin to switch from the incremental to the radical path. When an inventor with
talent 𝑝∗ switches, the economy loses one certain patent of quality 1 and gains a radical
attempt that yields an expected quality of 𝑝∗ ⋅ 𝑅. If this expected gain is less than the
certain loss, the switch is quality-reducing in aggregate terms. This gives us that a decline
in total quality occurs if 𝑝∗ ⋅ 𝑅 < 1. This means that if the marginal inventor’s probability
of success (𝑝∗) is low enough that even when multiplied by the high reward of a radical
breakthrough (R), it does not equal the quality of a certain incremental success, then
their decision to switch lowers the total quality output of the economy. This influx of
lower-talent inventors into the radical R&D pool mechanically lowers the average success
rate across all radical projects. This “dilution” of the talent pool, with a higher share of
projects that ultimately fail and contribute zero quality.

4.2.5 Impact on Expected Productivity and Long-Term Growth

While the policy may lower the average observed quality of innovations by encouraging
riskier projects, its core purpose is to increase the total expected productivity growth of
the economy. The total expected change in the technology stock, recall from Equation 4.3,
is the sum of expected gains from both innovation types:

𝐸[𝐴𝑡+1] − 𝐴𝑡 = (1 − 𝜙∗) ⋅ 𝜖 + 𝜙∗ ⋅ 𝐸[𝑝𝑖|𝑝𝑖 ≥ 𝑝∗] ⋅ 𝛾
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Because the productivity gain from a radical innovation (𝛾) is substantially larger than
that from an incremental one (𝜖), the expected gain from a radical attempt (𝑝𝑖 ⋅ 𝛾) can far
exceed the certain gain from an incremental project (𝜖), even for projects with a modest
probability of success. By inducing more inventors to pursue radical innovation (increasing
𝜙∗), the policy shifts the economy’s R&D portfolio towards activities with higher expected
social returns. This increases the overall expected productivity growth, providing the
justification for government implementing innovation policy.

4.3 Model Extensions 1: Knowledge Spillover

A central feature of the economics of innovation is that the production of knowledge
is subject to a classic market failure, leading to a socially suboptimal level of investment
in research and development (R&D). This failure arises because knowledge constitutes a
quasi-public good, generating significant positive externalities, or “knowledge spillovers,”
that are not appropriated by the innovating agent.

New knowledge created through innovation exhibits two primary characteristics of a
public good: First, the use of a piece of knowledge by one agent does not preclude its
simultaneous use by another. An engineering principle or a line of code can be utilized by
limitless firms without being depleted. It is difficult and costly to prevent third parties
from benefiting from the discovery Bloom, Van Reenen, and Williams (2019). Despite
legal frameworks like the patent system, knowledge tends to disseminate. The disclosure
required by a patent application itself diffuses information, while other avenues like reverse-
engineering, employee mobility, and academic publications ensure that the foundational
ideas behind an innovation eventually become part of the public knowledge.

The consequence of these characteristics is a divergence between the private returns
captured by the inventor and the total social returns generated by an innovation. We can
formalize this distinction as follows.

Let 𝑉𝑅 represent the private value of a successful radical innovation, as perceived by
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the inventor. This value is the capitalized stream of monopoly rents, licensing fees, or
other private benefits that the inventor can legally secure.

The total social value of the innovation, denoted 𝑉𝑆, includes not only the inventor’s
private returns but also the monetized value of the knowledge spillovers, 𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟. These
spillovers include the consumer surplus from lower prices or higher quality products, the
value of follow-on innovations by competing or complementary firms, and the contribution
of the new knowledge to the public intellectual commons. Thus, the social value can be
expressed as:

𝑉𝑆 = 𝑉𝑅 + 𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟 (4.11)

By definition, for any innovation with positive externalities, 𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟 > 0, and therefore
𝑉𝑆 > 𝑉𝑅. Empirical economic literature consistently finds that the social rate of return to
R&D is substantially higher than the private rate of return, confirming the significance of
this wedge.

A rational, risk-neutral inventor will only choose to pursue a radical innovation project
if the expected private payoff exceeds the opportunity cost. Using the framework from
Section 3.4, this private investment criterion for the marginal inventor is given by:

𝑝∗ ⋅ 𝑉𝑅 − 𝑐 ≥ 𝑤𝑡 − 𝐺 (4.12)

This equation defines the private optimum. The inventor invests only if their expected,
appropriable return covers the net costs.

However, a social planner aiming to maximize economic welfare would make the
investment decision based on the full social return. The socially optimal investment
criterion is:

𝑝∗ ⋅ 𝑉𝑆 − 𝑐 ≥ 𝑤𝑡 (4.13)
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Substituting the definition of 𝑉𝑆, we get:

𝑝∗ ⋅ (𝑉𝑅 + 𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟) − 𝑐 ≥ 𝑤𝑡 (4.14)

A comparison of the private and social investment criteria gives the source of the market
failure. There exists a set of innovation projects for which the private calculus leads to
rejection, while the social calculus would demand investment. Specifically, a project will
be inefficiently foregone if the following condition holds:

𝑝∗ ⋅ 𝑉𝑅 − 𝑐 < 𝜖 and 𝑝∗ ⋅ (𝑉𝑅 + 𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟) − 𝑐 ≥ 𝑤𝑡 (4.15)

This inequality describes valuable innovations that are not pursued because the inventor
cannot capture a sufficient fraction of the total social value (𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟) they create. Each
inventor, acting rationally based on private incentives, makes a decision that is individually
optimal but collectively results in an aggregate level of R&D that is below the social
optimum. This provides a clear theoretical justification for public policies, such as the
research subsidy 𝐺 in this model, designed to close the gap between the private and social
returns to innovation and encourage investment toward a more efficient level.

In an idealized scenario where the government has perfect information, it can set an
optimal grant, 𝐺∗, that perfectly aligns private incentives with the social optimum. The
goal is to encourage every project that is socially valuable but not privately profitable.
This is achieved by setting the grant equal to the expected value of the knowledge spillover
for the marginal inventor that society wishes to incentivize. If 𝑝∗ is the talent level of this
marginal inventor, the optimal grant would be:

𝐺∗ = 𝑝∗ ⋅ (𝑉𝑆 − 𝑉𝑅) = 𝑝∗ ⋅ 𝑉𝑆𝑝𝑖𝑙𝑙𝑜𝑣𝑒𝑟 (4.16)

Such a grant precisely internalizes the externality for the marginal project, ensuring all
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socially desirable innovations are undertaken without wasting resources on projects that
are already privately viable or those that are not socially valuable at all.

Thus, our framework shows how private markets can systematically underinvest in
radical innovation and how targeted subsidies can, in principle, correct this distortion to
enhance aggregate welfare which is widely discussed in the endogenous growth literature
(Romer, 1990; Atkeson and Burstein, 2019; Acemoglu and Restrepo, 2018).

4.4 Model Extension 2: Imperfect Government Screening and

the Allocation of Talent

For modern AI policies, governments typically do not fund all applicants; they attempt
to screen them. We now explicitly model this process, assuming a sequential framework
where inventors apply for a grant, receive a decision, and then make their final project
choice.

4.4.1 The Screening Mechanism

We assume the government designates projects as “high-quality” if the inventor’s talent
is above a threshold, 𝑝𝑖 ≥ 𝑝𝐻. However, its screening is imperfect and subject to two types
of errors:

Type I Error (False Negative): A high-quality inventor (𝑝𝑖 ≥ 𝑝𝐻) is denied a grant.
This occurs with probability 𝛼.

Type II Error (False Positive): A low-quality inventor (𝑝𝑖 < 𝑝𝐻) is mistakenly awarded
a grant. This occurs with probability 𝛽.

The parameters 𝛼 and 𝛽 measure the government’s screening fallibility; lower values
indicate greater accuracy.
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4.4.2 Equilibrium Composition of the Radical Innovation Pool

The final pool of inventors who pursue radical innovation is composed of distinct groups
based on their talent and grant status. The decision to proceed depends on two talent
cutoffs: one for inventors who receive the grant (𝑝∗

𝐺) and a higher one for those who do
not (𝑝∗

𝑁). (1) Cutoff with Grant (𝑝∗
𝐺) and (2) Cutoff with No Grant (𝑝∗

𝑁).
The total fraction of inventors pursuing radical innovation, 𝜓𝑅𝑎𝑑𝑖𝑐𝑎𝑙, is the sum of

three groups: (1) High-Quality, Funded Inventors (𝑆1: High-quality inventors (𝑝𝑖 ≥ 𝑝𝐻)
who receive the grant (with probability 1 − 𝛼) and choose the radical path. Assuming
𝑝𝐻 > 𝑝∗

𝐺, all will proceed. The size of this group is:

𝑆1 = (1 − 𝛼) ∫
𝑝

𝑝𝐻

𝑓(𝑝)𝑑𝑝 (4.17)

(2) High-Quality, Unfunded Inventors (𝑆2) High-quality inventors (𝑝𝑖 ≥ 𝑝𝐻) who are
denied the grant (with probability 𝛼) but whose talent is so high (𝑝𝑖 ≥ 𝑝∗

𝑁) that they
proceed anyway. The size of this group is:

𝑆2 = 𝛼 ∫
𝑝

𝑝∗
𝑁

𝑓(𝑝)𝑑𝑝 (4.18)

(3) Low-Quality, Funded Inventors (𝑆3): Low-quality inventors (𝑝𝑖 < 𝑝𝐻) who
mistakenly receive the grant (with probability 𝛽) and whose talent is sufficient to proceed
with the subsidy (𝑝𝑖 ≥ 𝑝∗

𝐺). The size of this group is:

𝑆3 = 𝛽 ∫
𝑝𝐻

𝑝∗
𝐺

𝑓(𝑝)𝑑𝑝 (4.19)

The total pool is 𝜓𝑅𝑎𝑑𝑖𝑐𝑎𝑙 = 𝑆1 + 𝑆2 + 𝑆3.
An increase in 𝛼 (more false negatives) shrinks the pool of funded high-quality inventors

(𝑆1). This leads to a net loss of high-quality radical projects, as talented inventors in the
critical range (𝑝𝐻 ≤ 𝑝𝑖 < 𝑝∗

𝑁) who are denied funding will rationally choose the incremental
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path, leading to misallocation of talent.
An increase in 𝛽 (more false positives) expands the pool of funded low-quality inventors

(𝑆3). This injects projects with a low probability of success into the R&D portfolio, this
thus could contribute to decline in average patent quality, leading to misallocation of
financial resources.

A social planner’s objective is to choose the grant level 𝐺 that maximizes total social
welfare, which is the sum of net social surpluses from all innovation activities, less the cost
of the grants. The planner’s problem is to maximize:

𝑊(𝐺) = ∫
𝑖∈Radical

(𝑝𝑖𝑉𝑆 − 𝑐)𝑑𝑖 + ∫
𝑖∈Incremental

𝑤𝑡𝑑𝑖 − ∫
𝑖∈Funded

𝐺𝑑𝑖

Differentiating this welfare function with respect to 𝐺 and the first-order condition that
defines the optimal grant, 𝐺∗. This condition can be interpreted by balancing the marginal
social benefit (MSB) and marginal social cost (MSC).

The MSB comes from inducing marginal low-quality inventors (with talent near 𝑝∗
𝐺)

to switch to the radical path. The MSC has two components: the cost of the grant for
these newly induced inventors, and the increased cost for all ”infra-marginal” inventors
who would have been funded anyway. At the optimum, we have:

𝛽𝑓(𝑝∗
𝐺) 1

𝑉𝑅
= 𝑆1 + 𝑆3(𝐺∗) (4.20)

The left-hand side represents the net social surplus from the marginal inventors induced to
switch by the grant, scaled by their density and the grant’s effectiveness. The right-hand
side is the infra-marginal cost: the total cost of raising the grant for all high-quality (𝑆1)
and low-quality (𝑆3) inventors who were already receiving it.

Differentiating the optimal grant condition with respect to the screening error rate 𝛼,
we find that 𝑑𝐺∗

𝑑𝛼 > 0. This means that as the government becomes worse at identifying
high-quality projects (a higher 𝛼), the optimal grant increases. The intuition for this result

33



is that a higher 𝛼 shrinks the pool of funded high-quality inventors (𝑆1), which in turn
lowers the total infra-marginal cost of the program. With a smaller base of recipients to
subsidize, it becomes optimal to set a more generous grant to incentivize innovation from
the remaining pool.

We also find that 𝑑𝐺∗
𝑑𝛽 > 0. As the government gets worse at filtering out low-

quality projects (a higher 𝛽), the optimal grant again rises. The logic is that an increase
in 𝛽 enhances the grant’s potency as a tool for inducing any low-quality inventor to
innovate. This increased effectiveness on the margin means the fixed infra-marginal cost of
subsidizing the high-quality group (𝑆1) becomes smaller relative to the policy’s marginal
impact. This relative cost reduction makes it optimal to use the policy more aggressively
by setting a higher 𝐺∗.

The economic implication of these findings is that, as a government’s ability to
accurately screen projects declines, it may find it optimal to increase grant sizes to
compensate for its reduced targeting precision, leading to higher per-project subsidy costs.
This theoretical result is consistent with the real-world observation that broad R&D tax
subsidies — which involve no screening process at all — constitute the largest share of
government support for business R&D in many countries.17

5 Mechanisms Tests

5.1 Potential Channel 1: Supporting Radical Innovation At-

tempts

As established in our conceptual framework, the observed decline in inventor produc-
tivity may be attributed to national policies that lower the costs for scientists to pursue
radical, high-impact but risky innovations. To investigate this channel, we first characterize

17See, https://www.oecd.org/en/data/insights/statistical-releases/2025/04/
rd-tax-incentives-continue-to-outpace-other-forms-of-government-support-for-rd-in-most-countries.
html
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these radical attempts. We argue that a necessary precursor to radical impact is novelty,
defined as a significant departure from established knowledge. This concept is not only
consistent with the literature (e.g. Kelly, Papanikolaou, Seru, and Taddy, 2021) but is
also a fundamental tenet of innovation process.18 It is important to emphasize that ex-
ante novelty does not guarantee ex-post impact. Many novel projects are “trial-and-error”
efforts that ultimately fail, and this high probability of failure is the defining characteristic
of radical innovation’s risk profile.

We first test this hypothesis by examining backward citations, a conventional proxy
for an invention’s reliance on prior art. The evidence suggests a reduced reliance on
prior knowledge among treated inventors following the introduction of national AI policies.
Specifically, the Poisson estimates in column 1 of Table 4 suggest a reduction of 10.6% in
the probability that an inventor’s AI patent filing will have a backward citation in the
same year for treated inventors after policy implementation.

While intuitive, citation counts can be a coarse measure of knowledge dependence. To
analyze this mechanism more rigorously, we employ a text-based approach that leverages
recent advances in natural language processing (Kelly et al., 2021). The idea is that novel
inventions should be textually distinct from prior art. Our method uses semantic similarity,
which captures conceptual closeness beyond simple word or phrase matching, to identify
these connections. To construct our novelty metric, we first count the number of prior-year
patents with a very high semantic similarity score (cosine similarity > 0.9) to the focal
patent. We refer to this measure as the count of competing AI patents. We then take the
negative of this count, such that a higher value for our metric indicates greater novelty.

Using this measure, we again find a shift among treated inventors toward filing patents
that are more distinct from prior art. In Table 4, we regress count of competing AI
patents on indicator of AI policy implementation (we flip the sign of the coefficients to
gauge the effect of novelty). The estimates in Table 4 (Panel A, Column 3) indicate

18See, e.g., the novelty requirement under 35 U.S.C. § 102, as explained by the USPTO: https://www.
uspto.gov/sites/default/files/about/offices/ous/Cooper_Union_20130610.pdf
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an 18.8% reduction (increase) in the number of competing patents (innovation novelty)
from previous year for treated inventors following policy implementation. As a robustness
check, we construct an alternative measure of competing patent counts by including similar
patents from all prior years as well as the current year, as shown in Table A15. This
broader window helps account for the possibility that inventors may draw on older or
contemporaneous knowledge, not just the most recent year’s inventions. This provides
evidence for an increase in the novelty of AI patents. It is important to reiterate, however,
that we define novelty as distinctiveness from existing inventions, not as a direct measure
of ex-post technological impact.

5.1.1 Patent Novelty: High Risk, High Reward?

Are these novel inventions indeed riskier, while also possessing the potential for greater
impact? To answer this, we investigate the characteristics of novel inventions, focusing on
our text-based measure of novelty as it is methodologically more advanced.

We conduct a patent-level analysis to assess the risk–return trade-off associated with
novel inventions. To do so, we define three key metrics. We capture the risk of failure by
identifying ”low-impact” patents as those receiving zero forward citations. We proxy for
development cost using the patent’s development duration — measured as the number of
days between the filing date of the focal AI patent and the most recent filing date among
its backward citations.19 On the return side, we measure patent quality using citation-
weighted counts. Over our 2006–2019 sample period, 54% of AI patents are classified as
low-impact, with an average development time of 971 days.

Panel A of Table 5 Columns 1 and 3 show that more novel patents are significantly more
likely to be low-impact (i.e., failures) and are associated with longer development times,
respectively. However, as shown in Column 2, these same novel patents are also more

19The intuition for this proxy is analogous to the academic writing process, where most references are
gathered during the initial stages of development. Consequently, the time elapsed between the dates of
those references and the final submission date serves as a good proxy for how long the project was actively
developed before reaching its final, ready state.
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likely to be of higher quality, as measured by their citation-weighted counts. Together,
these findings provide strong evidence of the risk–return trade-off inherent in the pursuit
of novel innovation.

While novel patents have a greater risk of failure and require more time to develop,
they are also more likely to be high-quality. To further examine this trade-off, we examine
whether novel patents are more likely to become radical (i.e., extremely high-impact)
innovations. We construct a series of binary indicators for high-impact patents based on
increasingly stringent citation-weighted count thresholds (e.g., top 10%, top 1%, top 0.5%,
and top 0.05%). Panel B of Table 5 presents regression results using these indicators as
dependent variables. Across all thresholds, we find a consistent and statistically significant
positive relationship between novelty and the likelihood of a patent being classified as high-
impact. Specifically, more novel patents are 0.277 percentage points more likely to rank
among the top 10% of high-impact AI patents and 0.006 percentage points more likely to
fall within the top 0.05%.

To complement this regression-based evidence, we further investigate the risk profile
of novel patents by analyzing the variance in forward citations across different levels of
novelty. As shown in Table 6, Panel A groups patents by the number of competing filings
in the prior year and reports the variance in forward citations within each group. We find
that the most novel patents (Group 1, with zero competing patents) exhibit the highest
variance in forward citations (2232.45), while less novel patents display considerably lower
variance. We find that the most novel patents (Group 1, with zero competing filings)
exhibit the highest variance in forward citations (2232.45), while less novel patents display
substantially lower variance. For example, the variance for Group 1 is approximately
seven times greater than that for Group 5 (which includes patents with more than three
competing prior-year filings). This suggests that more novel patents are associated with
greater uncertainty in their future impact, highlighting the inherent risk of pursuing
novel innovation. Panel B confirms these differences statistically through F-tests, all of
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which indicate that Group 1 has significantly higher variance than other groups, which is
statistically significant at 1% level.

Taking together, these findings suggest that while novel AI patents are more likely to
fail — often become low-impact patent without forward citations — and require longer
development periods, they are also disproportionately more likely to become radical
innovations. This finding supports the view that government support can incentivize
inventors to pursue novel and exploratory projects with high risk of failure, some of
which yield high-impact outcomes. Accordingly, such policies may be effective in fostering
breakthrough innovations, despite being accompanied by greater uncertainty.

5.1.2 High-Impact Inventors, Novelty, and Access to Government Support

The theoretical framework in Section 4.2 predicts that inventors respond to policy
incentives favoring radical over incremental innovation. In particular, high-impact
inventors face a trade-off between the certainty of incremental projects and the higher
risk associated with radical innovation. Targeted government support, such as grants,
can reduce this risk and thereby encourage these inventors to pursue more ambitious,
novel projects. This theoretical prediction motivates key empirical questions: Do these
policies incentivize high-impact inventors to pursue novel projects aimed at achieving
radical breakthroughs? And are these inventors more likely to receive government funding
that mitigates the risks involved in such endeavors?

To explore these questions, we begin by examining whether the observed effects
are primarily driven by high-impact inventors. We classify inventors as high-impact if
they rank annually in the top 10% of AI patents by citation-weighted counts over the
preceding five years within their respective countries. Consistent with the theoretical
model, our results show that high-impact inventors play a primary role in driving this
shift, particularly by reducing their reliance on existing knowledge and engaging in more
novel innovation.
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Specifically, the Poisson estimates in Columns 1 and 2 of Table 7 show that, relative
to other inventors, high-impact inventors have significantly more backward citations
and higher average backward citations, reflecting stronger engagement with existing
technological knowledge. However, the negative and statistically significant interaction
terms between AI policy and high-impact inventor status indicate that, following the
implementation of national AI policies, these inventors reduce their backward citation
by 18.8% and average backward citations by 8.0%. The evidence align closely with the
model’s prediction, suggesting a reduced reliance on prior knowledge among treated high-
impact inventors following the introduction of national AI policies.

To examine this shift more rigorously, we leverage our text-based novelty metric to
assess whether high-impact inventors are more likely to pursue novel, high-risk projects.
The Poisson estimate in Column 3 of Table 7 indicates a 15% reduction in the likelihood
that a high-impact inventor’s AI patent has a textually similar filing from the prior
year following policy implementation. This provides further evidence that national AI-
related policies particularly incentivize high-impact inventors to engage in more novel and
potentially radical innovation. These empirical findings align with the model’s prediction
that government support encourages high-impact inventors to pursue more distinctive
innovation.

However, our baseline results also show a decline in both the quantity and quality of
innovation output after the implementation of national AI policies. To assess whether this
decline is also driven by high-impact inventors, we present evidence in Table 8.

To examine this shift more rigorously, we leverage our text-based novelty metric to
assess whether high-impact inventors are more likely to undertake novel, high-risk projects.
The Poisson estimate in Column 3 of Table 7 shows a 15% reduction in the likelihood that
a high-impact inventor’s AI patent has a textually similar filing from the prior year after
policy implementation. This provides further evidence that national AI-related policies
particularly encourage high-impact inventors to pursue more novel and potentially radical
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innovations. These empirical finding align with the model’s prediction that government
support encourages high-impact inventors to pursue novel innovation.

Furthermore, our baseline results show a decline in both the quantity and quality of
innovation output following the implementation of national AI policies. To assess whether
this decline is also driven by high-impact inventors, we examine the results in Table 8,
which show that high-impact inventors also play a primary role in driving the observed
reduction in AI innovation output.

Although our findings indicate that the observed effects are primarily driven by high-
impact inventors, a key question remains: Is this because these inventors are more likely to
receive government support, thereby lowering the effective risk threshold and encouraging
them to pursue more radical innovation? To explore this possibility, we examine whether
high-impact inventors are more likely to receive government funding for their innovation
efforts. We utilize the USPTO government interest dataset from PatentView to identify AI-
related patents that acknowledge government support and link them to the corresponding
inventors. Our analysis reveals that high-impact inventors—those ranking in the top 10%
and top 5% of citation-weighted patent counts—are significantly more likely to receive
government funding. However, this relationship is not statistically significant for inventors
in the top 1% category.

Specifically, Columns 1 and 2 of Table A14 indicate that being a top 10% inventor
is associated with a 0.7 to 0.8 percentage point increase in the likelihood of receiving
government funding, with both estimates statistically significant at the 1% level. Since the
first U.S. national AI-related policy—the National Robotics Initiative—was introduced
in 2011, we include an interaction term with a post-2011 indicator to assess potential
changes over time. The interaction term is not statistically significant, suggesting that the
relationship between high-impact status and government funding remained stable before
and after 2011.

We also examine alternative thresholds for defining high-impact inventors. Columns 3
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and 4 focus on inventors in the top 5% of citation-weighted patent counts. The coefficients
are positive and statistically significant, and the interaction term with the post-2011 period
is also significant at the 10% level. This suggests that the likelihood of receiving government
support for top 5% inventors increased following the introduction of AI-related national
policies.

In contrast, Columns 5 and 6 show no statistically significant relationship between being
a top 1% inventor and receiving government funding, either before or after 2011. This may
reflect greater heterogeneity or selection dynamics at the very top of the distribution, where
the connection between citation-based impact and funding allocation may be weaker or
more idiosyncratic.

In summary, these results provide empirical support for the model’s predictions. High-
impact inventors play a primary role in pursuing riskier and more exploratory projects—
those that rely less on established knowledge and exhibit greater novelty or “venturing”
behavior. Moreover, high-impact inventors, particularly those in the top 10% and top
5%, are significantly more likely to receive government funding to support their innovation
efforts.

5.2 Potential Channel 2: Government Failure to Target Radical

Innovation

We further investigate a potential explanation for the observed decline in the quality
and quantity of AI innovation following the implementation of national AI strategies. Our
theoretical framework emphasizes the limited role of government screening in directing
support toward radical innovation. It suggests that imperfect screening may lead to Type
I errors (failing to fund high-potential projects) and Type II errors (funding low-potential
projects), both of which can distort the composition of innovation and diminish its overall
quality. To empirically assess these implications, we examine the relationship between
government-funded patents and various indicators of AI patent quality and novelty.

41



We first investigate whether government support is effectively target toward high-
impact and novel innovation in Table 9. Panel A shows that, on average, government-
funded AI patents are significantly more likely to rank within the top 10% and top 5%
of forward citations and are less likely to be classified as low-impact (i.e., zero citations).
They also exhibit greater novelty, suggesting that government funding tends to support
more original research. However, these patents are no more likely to be in the top 1% of
most-cited patents, indicating a limitation in identifying truly breakthrough innovations
ex ante—consistent with the model’s prediction of screening constraints.

Panel B introduces an interaction term with a post-2011 indicator to capture the period
following the introduction of the U.S. National Robotics Initiative (NRI)—the first major
national AI policy. The results reveal a significant decline in targeting precision after 2011:
government-funded patents become less likely to fall into the top 10% and 5% of most-cited
patents, and they receive fewer forward citations overall. Notably, the association between
government support and novelty remains stable, suggesting continued support for original
ideas but diminished effectiveness in targeting high-impact outcomes.

In conclusion, these findings support the theoretical prediction that imperfect screening
can hinder the optimal allocation of public R&D funding. Initially, government support
aligned reasonably well with the objective of fostering radical innovation by favoring
patents with higher novelty and citation impact. However, its overall effectiveness declined
following NRI. This decline indicates a potential misalignment in public R&D funding
mechanisms: although novel or exploratory patents continue to receive support, such
funding is no longer consistently associated with high-impact outcomes. These results
point to a breakdown in the government’s ability to reliably identify and support radical
AI innovations over time.
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5.3 Potential Channel 3: Fewer Disclosures of AI military-

related Patent Filings

Another potential alternative explanation is that the introduction of national AI policies
may attempt to spur AI innovations related to military.20 However, such innovations may
not be fully disclosed by governments due to national security concerns, thereby reducing
the number of observable AI military-related patents, which could influence the results
and lower the overall measured quality of AI patents. However, our empirical analysis
also does not support this concern. We conducted an inventor-level analysis identifying AI
military-related patent based on CPC class.21 As reported in Table 10, our findings show
that, following the introduction of national AI policies, there is no significant change in
either the number or quality of AI military-related patent filings.

6 Additional Findings

6.1 The Pursuit of Novelty via Domain Specialization

Since our results suggest that the observed effects are driven by a significant shift among
treated inventors toward filing novel patents that are more distinct from prior art, we
explore whether achieving such novelty involves a more focused and in-depth investigation
within specific innovation areas. As supporting evidence for this channel, we examine
whether inventors concentrate on a narrower range of technological domains following

20See, eg., Summary of the 2018 Department of Defense Artificial Intelligence Strategy: https://media.
defense.gov/2019/Feb/12/2002088963/-1/-1/1/SUMMARY-OF-DOD-AI-STRATEGY.PDF

21AI military-related patents are identified based on CPC codes related to weapons, defense systems, and
military applications: F41–F42 (Weapons & Ammunition), including firearms (F41A–C, F41F–G, F41H–
J), ammunition, missiles, fuzes, and blasting technologies (F42B–D); B (Military Transport & Vehicles),
covering warships, submarines (B63G), military aircraft (B64C–D), and specialized military vehicles (B60P);
G (Sensors & Control), encompassing radar, navigation, target tracking (G01S), vehicle control (G05D),
data processing (G06F), alarm systems (G08B), and simulators (G09B); and H (Military Communication),
including antennas (H01Q), secure communication, electronic warfare, cybersecurity, and military networks
(H04B, H04L, H04W).
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policy implementation.
To test this, we construct two measures of domain specialization: (1) the number of AI

patent domains per inventor and (2) the Herfindahl-Hirschman Index (HHI) based on AI
classifications from the AI Patent Database (AIPD). As reported in Table A16, column 1
shows a statistically significant decline in the number of AI patent domains per inventor
post-policy, with a coefficient of -0.058. Column 2 shows a corresponding and significant
increase in the HHI, indicating greater concentration.

In conclusion, these results suggest that treated inventors are more likely to narrow
their technological focus, consistent with the pursuit of novel and exploratory innovation
within specialized domains.

6.2 Knowledge Spillover and International Collaboration

Standard economic theory posits that, in the absence of market failures, investment
decisions are best left to private firms. The primary justification for government
intervention lies in the presence of knowledge spillovers. As Bloom, Van Reenen, and
Williams (2019) notes, “ideas are promiscuous.” Even under a well-designed intellectual
property regime, innovators often fail to capture the full benefits of their inventions because
spillovers enable others to benefit without bearing the full R&D costs. Therefore, it is
important to examine how these policies influence knowledge diffusion.

Our baseline estimates suggest that knowledge spillovers—proxied by citations—have
declined. However, spillovers may also occur through international collaboration, such as
cross-country citations. To investigate this possibility, we examine changes in the share
of cross-country backward and forward citations following the implementation of national
AI-related policies, as shown in Table 11. The OLS estimates in columns 1 and 2 indicate
increases of 4.8% and 5.3% in the share of cross-country backward and forward citations,
respectively. These results suggest a greater reliance on international knowledge sources
and increased global reach of domestic innovation.
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7 Conclusion

Using two novel datasets, we describe the global landscape of national promotion
policies and AI innovation. Employing a stacked Difference-in-Differences framework, we
observe that for inventor analysis, AI scientists produce fewer patents of lower average
quality post-policy, despite an increase in the novelty of their work. This pattern aligns
with the high-risk, high-reward dynamics of AI, where policies incentivize exploratory
efforts with uncertain outcomes. Moreover, similar patterns are observed at the country
level, indicating a consistent decline in both the quantity and quality of patents following
the introduction of the policy.

Our findings inform policies and highlight the importance of balancing short-term
productivity trade-offs with potential long-term gains when designing AI policies. Pol-
icymakers should recognize that nurturing innovation in rapidly evolving areas like AI
may require tolerating initial inefficiencies and elevated failure rates.
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8 Figures and Tables

Figure 1
Word Cloud for National AI Strategies and Policies

This figure shows the word cloud of descriptions for National AI-related Strategies and
Policies.
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Figure 2
Time Variation of Percentage of AI Patent Filings

This figure shows the time variation of percentage of AI patent filings across 42 countries
from 1990 to 2022.
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Figure 3
Timeline of USA’s Initiatives and Policy Events Related to AI

This figure shows the timeline of the U.S. initiatives and policy events related to AI from
2011 to 2019.
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Figure 4
Time Variation of AI Patent Quality & Productivity

This figure reports two subfigures. The figure 4a presents the pretrend analysis for our
tests. The specification follow the methodology from Callaway and Sant’Anna (2021) and
the treatment is separated by the timing of treatment from ≤ 𝑡 − 8 to ≥ 𝑡 + 8. The figure
4b shows the trend in the average number of AI patent annual filings per inventor between
2006 and 2019. The red line indicates the average for inventors in countries that had
implemented national AI policies by year 𝑡. The blue line represents the control countries
that had not.

(a) Pre-trend analysis of AI patent forward citations by Methodology from Callaway
and Sant’Anna (2021)

(b) Time Variation of AI Patent Productivity by Group
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Figure 5
Time Series Variation of Percentage of Award Amount in AI from NSF

This figure plots the time-series variation of percentage of award amount in AI from
National Science Foundation (NSF) from 2000 to 2023.
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Table 1
Inventor-Level Panel Data Descriptive Statistics

This table reports the overview statistics from 2006 to 2019. The definitions of all variables are
reported in the Appendix.

N Mean Std 25% Median 75%
AI Patent Counts 2,960,410 1.47 1.91 1.00 1.00 1.00
AI Patent Forward Cites 2,960,410 7.24 28.66 0.00 2.00 6.00
Avg AI Forward Cites 2,960,410 4.68 16.53 0.00 1.00 4.50
AI Patent Backward Cites 2,960,410 20.84 168.24 0.00 5.00 12.00
Avg AI Backward Cites 2,960,410 12.83 65.12 0.00 4.00 9.00
Count of Competing AI Patents (Negative Novelty) 2,960,410 3.69 10.01 1.00 2.00 4.00
Inentor AI Domains 2,960,410 1.19 0.57 1.00 1.00 1.00
Inventor AI Domains HHI 2,960,410 0.93 0.18 1.00 1.00 1.00
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Table 2
National AI-Related Policy and AI Innovation

This table reports the coefficients from Poisson and OLS regressions of the AI innovation inventor-
level panel on an indicator for national AI-related policies. Panel A presents stacked Difference-
in-Differences (DID) estimates, controlling for inventor-by-cohort and year-by-cohort fixed effects,
following Gormley and Matsa (2011); Baker, Larcker, and Wang (2022). Panel B reports estimates
from the structural DID approach proposed by Callaway and Sant’Anna (2021). The AI policy
indicator equals one if the country has implemented national AI-related policies. The dependent
variables include AI patent filing counts, forward citations and average forward citations. The
sample consists of inventor-year observations from five years prior to, and up to ten years following,
the implementation of national AI-related policies across countries between 2006 and 2019. For all
regressions, robust standard errors are clustered at the country level, and t-statistics are illustrated
in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10% ,respectively.

Panel A: Stacked DID (Poisson)
AI Patent Counts AI Patent Forward Cites Avg AI Forward Cites

(1) (2) (3)
DID(AI Policy) -0.095∗∗∗ -0.471∗ -0.355∗

(-2.58) (-1.93) (-1.73)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,900,297 3,515,936 3,515,936

Panel B: Methodology of Callaway and Sant’Anna (2021) (OLS)
ln(1+AI Patent Forward Cites)

ATT on Treated ATT by Calendar Period ATT by Group
(1) (2) (3)

DID(AI Policy) -0.282∗∗ -0.388∗∗ -0.182∗∗∗

(-2.57) (-2.57) (-2.85)

Obs. 695,738 695,738 695,738
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Table 3
National AI-Related Policy and Aggregate AI Innovation (Country Level)

This table reports the impact of AI policy on AI innovation at country level and pretrend analysis.
The Panel A reports coefficients from country-panel Poisson regressions of countries’ AI innovation
on an indicator for national AI-related policies, inventor-by-cohort fixed effects, and year-by-cohort
fixed effects. The dependent variables are AI patent filings counts, forward citations, Inventor
Counts. Inventors are classified annually as high-impact if their AI patents rank in the top 10%
by forward citations over the previous five years. The high-impact inventor share is calculated
as the number of high-impact inventors divided by the total number of unique inventors filing AI
patents in that year; the remainder constitutes the low-impact inventor share. The data include
country-year observations in the 5 years prior and up to 10 years following the implementation of
national AI-related policies in each country from 2006 to 2019. The Panel B presents the pretrend
analysis for our tests. All specifications follow the main table but the treatment is separated by
the timing of treatment from ≤ 𝑡 − 3 to ≥ 𝑡 + 3. The robust standard errors are clustered at the
country level, and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level
at 1%, 5% and 10% ,respectively.
Panel A — Impact of AI Policy on AI Innovation and Inventor

Poisson Poisson Poisson OLS OLS
AI Patent Counts AI Patent Forward Cites Inventor Counts High-Impact Inventor Share Low-Impact Inventor Share

(1) (2) (3) (4) (5)
DID(AI Policy) -0.267∗∗ -0.434∗ -0.292∗∗∗ -0.090 0.090

(-2.29) (-1.67) (-4.41) (-0.13) (0.13)

Year × Cohort FE Yes Yes Yes Yes Yes
Country × Cohort FE Yes Yes Yes Yes Yes

Obs. 2,712 2,712 2,712 2,712 2,712
𝑅2 0.86 0.86

Panel B — Pretrend Analysis
Poisson Poisson Poisson OLS OLS

AI Patent Counts AI Patent Forward Cites Inventor Counts High-Impact Inventor Share Low-Impact Inventor Share
(1) (2) (3) (4) (5)

t ≤ -3 0.058 -0.005 0.091 -0.324 0.324
(0.95) (-0.04) (1.45) (-0.64) (0.64)

t = -2 0.052 0.028 0.060∗∗ -0.147 0.147
(1.60) (0.44) (2.24) (-0.43) (0.43)

t = 0 -0.077 -0.134 -0.092∗∗∗ 0.028 -0.028
(-1.52) (-1.16) (-2.87) (0.11) (-0.11)

t = 1 -0.206∗ -0.404∗∗ -0.193∗∗∗ 0.438 -0.438
(-1.93) (-2.10) (-3.61) (0.95) (-0.95)

t = 2 -0.322∗∗ -0.525∗ -0.282∗∗∗ 0.283 -0.283
(-2.06) (-1.82) (-3.36) (0.40) (-0.40)

t ≥ 3 -0.360∗∗ -0.628∗ -0.434∗∗∗ -1.454 1.454
(-2.27) (-1.87) (-4.42) (-0.87) (0.87)

Year × Cohort FE Yes Yes Yes Yes Yes
country × Cohort FE Yes Yes Yes Yes Yes

Obs. 2,712 2,712 2,712 2,712 2,712
𝑅2 0.86 0.86
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Table 4
National AI-Related Policy and AI Innovation Novelty

This table reports coefficients of Poisson regressions of the AI innovation inventor-panel
on an indicator for national AI-related policies, inventor-by-cohort fixed effects, and year-
by-cohort fixed effects. The AI policy indicator equals one if the country has implemented
national AI-related policies. The dependent variables are backward citations, average
backward citations and the number of similar AI patent filings in the year preceding the
current observation year. The data include inventor-year observations in the 5 years prior
and up to 10 years following the implementation of national AI-related policies in each
country from 2006 to 2019. For all regressions, the robust standard errors are clustered
at the country level, and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the
significance level at 1%, 5% and 10% ,respectively. The sample period is from 2006 to
2019.

Poisson Poisson Poisson
AI Patent Backward Cites Avg AI Backward Cites AI Novelty

(1) (2) (3)
DID(AI Policy) -0.112∗ -0.041∗ 0.209∗∗∗

(-1.78) (-1.87) (2.61)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,675,748 3,675,748 3,743,038
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Table 5
Risk and Return Associated with Novelty

This table presents a patent-level analysis of AI novelty. Panel A reports the relationship between
AI novelty—measured within one year prior to the focal patent’s filing year—and two outcomes:
low-impact AI patents (defined as those receiving zero forward citations) and patent development
duration. Panel B examines the association between AI novelty and forward citation counts, as
well as the likelihood of a patent being classified as high-impact. The key independent variable
is AI Novelty, defined as the number of competing AI patent filings within the preceding year.
Dependent variables include indicators for low-impact AI patents, forward citation counts, the
natural logarithm of development duration, and binary indicators for high-impact AI patents based
on various citation thresholds. A high-impact (or low-impact) AI patent is defined as a dummy
variable equal to one if the patent falls above (or below) a specified citation threshold for its filing
year, and zero otherwise. Patent development duration is calculated as the number of days between
the latest filing date among the patent’s backward citations and the filing date of the focal AI patent.
For all regressions, the robust standard errors are clustered at the IPC4 level, and t-statistics are
illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10% ,respectively.
The sample period is from 2006 to 2019.

Panel A: Risk of Novel AI Patent
OLS OLS

Low-Impact AI Patent (Forward Cites=0) ln(Patent Development Duration)
(1) (2)

AI Novelty 0.003∗∗ 0.025∗∗∗

(2.58) (9.15)

IPC4 FE Yes Yes
Year FE Yes Yes
Country FE Yes Yes

Obs. 2,139,308 1,399,212
𝑅2 0.08 0.10

Panel B: Reward of Novel AI Patent
Poisson OLS OLS OLS OLS OLS

Forward Cites Top 0.01% Top 0.05% Top 0.1% Top 1% Top 10%
(1) (2) (3) (4) (5) (6)

AI novelty 0.037∗∗∗ 0.006∗∗∗ 0.011∗∗∗ 0.047∗∗∗ 0.080∗∗∗ 0.277∗∗∗

(12.05) (4.78) (6.43) (8.10) (6.82) (6.94)

IPC4 FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes
Country FE Yes Yes Yes Yes Yes Yes

Obs. 2,139,233 2,139,308 2,139,308 2,139,308 2,139,308 2,139,308
𝑅2 0.00 0.00 0.01 0.01 0.05
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Table 6
Risk Associated with Novelty

This table presents the variance of forward citations among groups of AI patent filings,
classified by the number of competing patent filings relative to a focal AI patent filing in
the prior one year from Panel A. The Panel B reports F-tests to compare the differences
between these groups.

Panel A: Forward Citation Variance by Novelty Variance (Forward Cites) N
Competing Patent Filing Count = 0 (Group 1, Most Novel) 2232.45 1,175,474
Competing Patent Filing Count = 1 (Group 2) 884.94 1,035,884
Competing Patent Filing Count = 2 (Group 3) 595.13 715,713
Competing Patent Filing Count = 3 (Group 4) 375.90 431,680
Competing Patent Filing Count > 3 (Group 5, Least Novel) 312.66 524,160

Panel B: F-Tests Comparing Variance Across Novelty Groups F-statistic P-value Larger Variance Group
F-test (Group 1 vs Group 2) 2.52 0.00 Group 1
F-test (Group 1 vs Group 3) 3.75 0.00 Group 1
F-test (Group 1 vs Group 4) 5.94 0.00 Group 1
F-test (Group 1 vs Group 5) 7.95 0.00 Group 1
F-test (Group 1 vs Non-Group 1) 3.61 0.00 Group 1
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Table 7
National AI-Related Policy, Innovation Novelty, and High-Impact Inventors
This table reports coefficients of Poisson regressions of the AI innovation inventor-panel
on an indicator for national AI-related policies, inventor-by-cohort fixed effects, and year-
by-cohort fixed effects. Inventors are classified annually as high-impact based on their AI
patent forward citations over the previous five years. The high-impact inventor indicator is
set to 1 if the inventors rank in the top 10% within their countries. The AI policy indicator
equals one if the country has implemented national AI-related policies. Te dependent
variables are backward citations, average backward citations and AI novelty (the number
of competing AI patent filings in the year preceding the current observation year). The
data include inventor-year observations in the 5 years prior and up to 10 years following
the implementation of national AI-related policies in each country from 2006 to 2019. For
all regressions, the robust standard errors are clustered at the country level, and t-statistics
are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10%
,respectively.

Poisson Poisson Poisson
AI Patent Backward Cites Avg AI Backward Cites AI Novelty

(1) (2) (3)
DID(AI Policy) -0.014 -0.012 0.129∗∗

(-0.29) (-0.54) (2.11)
High-Impact Inventor(Top 10%) 0.340∗∗∗ 0.101∗∗∗ -0.369∗∗∗

(5.36) (5.86) (-5.31)
DID(AI Policy)×High-Impact Inventor (Top 10%) -0.188∗∗∗ -0.080∗∗∗ 0.150∗∗∗

(-6.09) (-7.48) (5.34)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,675,748 3,675,748 3,743,038
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Table 8
National AI-Related Policy and High-Impact Inventors’ AI Innovation

This table reports coefficients from inventor-panel Poisson regressions of inventors’ AI innovation
on an interaction terms of high productivity inventor indicator and national AI-related policies
indicator, inventor-by-cohort fixed effects, and year-by-cohort fixed effects. Inventors are classified
annually as high-impact based on their AI patent forward citations over the previous five years. The
high-impact inventor indicator is set to 1 if the inventors rank in the top 10% within their countries.
The national AI-related policies indicator is set to 1 if the country has implemented national AI-
related policies. The dependent variables are AI patent filing counts, forward citations, average
forward citations, and average forward citations. The data include inventor-year observations in
the 5 years prior and up to 10 years following the implementation of national AI-related policies
in each country from 2006 to 2019. For all regressions, robust standard errors are clustered at the
country level, and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level
at 1%, 5% and 10% ,respectively.

Poisson Poisson Poisson
AI Patent Counts AI Patent Forward Cites Avg AI Forward Cites

(1) (2) (3)
DID(AI Policy) -0.019 -0.180 -0.147

(-0.94) (-0.91) (-0.88)
High-Impact Inventor(Top 10%) 0.311∗∗∗ 0.937∗∗∗ 0.669∗∗∗

(4.38) (6.29) (7.43)
DID(AI Policy)×High-Impact Inventor(Top 10%) -0.160∗∗∗ -0.395∗∗∗ -0.386∗∗∗

(-6.50) (-13.28) (-4.26)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,900,297 3,515,936 3,515,936
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Table 11
National AI-Related Policy and Cross-Country Spillovers

This table reports coefficients from inventor-panel OLS regressions of inventors’ fraction of cross
country citations on an indicator for national AI-related policies, inventor-by-cohort fixed effects,
and year-by-cohort fixed effects. The AI policy indicator is set to 1 if the country has implemented
national AI-related policies. The dependent variables are percentage of cross country forward
citations and backward citations. The data include inventor-year observations in the 5 years prior
and up to 10 years following the implementation of national AI-related policies in each country
from 2006 to 2019. For all regressions, the robust standard errors are clustered at the country level,
and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and
10% ,respectively.

OLS OLS
Cross Country Backward Cites.% Cross Country Forward Cites.%

(1) (2)
DID(AI Policy) 4.662∗∗ 5.763∗∗

(2.50) (2.32)

Year × Cohort FE Yes Yes
Inventor × Cohort FE Yes Yes

Obs. 2,668,603 2,308,300
𝑅2 0.74 0.65
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Appendix A. Additional Tables and Figures
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Table A1
Variable Definitions

This table outlines the definitions and sources of all variables used in our study. It includes
variables about national AI-related policies and inventors’ AI innovation.

Variable Name Abbrev. Description
Innovation Variables (Source: Google
Patents Public Data and AIPD)
AI Patent Counts Number of AI patent in a given year
AI Patent Forward Citations Number of Forward citations of AI patent in a given year with

null value replaced by zero in a given year
AI Patent Backward Citations Number of backward citations of AI patent in a given year

with null value replaced by zero
Average AI Patent forward citations Avg AI Forward Cites Number of forward citations of AI patent in a given year

divided by Number of AI patent
Average AI Patent Backward Citations Avg AI backward Cites Number of backward citations of AI patent in a given year

divided by Number of AI patent
Cross Country Forward Cites(%) External forward citation is divided by total forward citations

in a given year. a forward citation is classified as external if
the country of the lead inventor of the citing filing does not
match that of the cited filing.

Cross Country Backward Cites(%) External backward citation is divided by total backward
citations in a given year. a backward citation is classified
as external if the country of the lead inventor of the citing
filing does not match that of the cited filing.

Count of Competing AI Patents (Negative
Novelty)

The number of similar AI patents filed in the same year as
the AI patent with null value replaced by zero

Inventor AI Domains The number of distinct AI Patent domain of AI patents in a
given year

Inventor AI Domains HHI Squaring the share of AI patents in each AI domain for an
individual inventor, and then summing these squared shares

National AI-related Stratgies & Policies
Variables (Source: OECD AI)
National AI policies DID(AI Policy) The treat-post dummy variable assigning a value of 1 during

the periods they are implemented and 0 otherwise.
Governance DID(Governance) The treat-post dummy variable assigning a value of 1 during

the periods they are implemented policy focus on governance
and 0 otherwise.

Financial Support DID(Financial
Support)

The treat-post dummy variable assigning a value of 1 during
the periods they are implemented policy focus on financial
support and 0 otherwise.

Guidance and Regulation DID((Guidance and
Regulation)

The treat-post dummy variable assigning a value of 1 during
the periods they are implemented policy focus on guidance
and Regulation and 0 otherwise.

AI Enablers and Other Incentives DID(AI Enablers and
Other Incentives)

The treat-post dummy variable assigning a value of 1 during
the periods they are implemented policy focus on AI enablers
and other incentives and 0 otherwise.
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Table A4
Model Parameters and Variables

Variable/Parameter Definition
𝑝𝑖 Inventor 𝑖’s idiosyncratic probability of success on a radical

project. Represents innate talent.
𝐹(𝑝) The cumulative distribution function (CDF) of inventor

talent 𝑝𝑖 over the support [0, 𝑝].
𝑉𝑅 The private value (e.g., capitalized patent profits) of a

successful radical innovation.
𝑉𝑆 The total social value of a successful radical innovation,

where 𝑉𝑆 > 𝑉𝑅.
𝑤𝑡 The economy-wide wage, representing the opportunity cost

of pursuing innovation.
𝑐 The private cost of undertaking a radical innovation

project.
𝐺 A government grant (subsidy) provided for pursuing a

radical innovation project.
𝑝∗ The equilibrium cutoff talent level for choosing radical

innovation.
𝜓∗ The fraction of the inventor population that chooses to

pursue radical innovation.
𝐴𝑡 The aggregate stock of technology in the economy at time

𝑡.
𝛿 The small, certain productivity gain from a successful

incremental innovation.
𝛾 The large productivity gain from a successful radical

innovation, with 𝛾 ≫ 𝛿.
𝑝𝐻 The talent threshold that defines a ”high-quality” project.
𝛼 Type I Error (False Negative) probability: the government

denies funding to a high-quality project (𝑝𝑖 ≥ 𝑝𝐻).
𝛽 Type II Error (False Positive) probability: the government

provides funding to a low-quality project (𝑝𝑖 < 𝑝𝐻).
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Table A5
Prompt used to classify whether a policy qualifies as a national AI policy

This table presents the Python prompt used with ChatGPT GPT-4o to assess whether a
given policy pertains to Artificial Intelligence (AI). Each policy was evaluated ten times,
and we retained only those classified as (1) AI-related, (2) national in scope, and (3)
applicable to all entity groups in at least seven out of ten evaluations. Criteria (2) and (3)
ensure consistency with our dependent variable, which includes all inventors.
Assess whether the following policy is a national policy related to Artificial Intelligence
(AI)
based on its description, background information, and objectives, as well as other
reliable internet resources.
Consider whether the policy suggests a nationwide implementation related to AI by
the central government.
Description: {Description}
Background: {Background if pd.notna(Background) else ’No additional background
provided.’}
Objectives: {Objective}
Respond with ’Yes’ or ’No’ to indicate whether it is a national AI policy, followed by
a brief explanation
incorporating general internet knowledge where relevant.
Example: Yes: The policy outlines national initiatives for AI development across all
government departments.

69



Ta
bl
e
A
6

K
ey

w
or
ds

D
es
cr
ib
in
g
N
at
io
na

lA
I
St

ra
te
gi
es

an
d
Po

lic
ie
s

Th
is

ta
bl
es

ho
ws

th
ek

ey
wo

rd
sd

es
cr
ib
in
g
na

tio
na

lA
I-r

ela
te
d
po

lic
ies

in
th

irt
ee
n
pr

in
cip

al
co
un

tri
es
,f
ro
m

20
06

to
20

19
.

C
ou

nt
ry

K
ey

w
or
ds

Au
st

ra
lia

Pr
ov

id
e

fin
an

cia
li

nc
en

tiv
es

,P
ro

m
ot

e
pu

bl
ic-

pr
iv

at
e

pa
rt

ne
rs

hi
ps

,F
os

te
rA

Ie
du

ca
tio

n
an

d
wo

rk
fo

rc
e

tr
ai

ni
ng

,S
up

po
rt

AI
st

ar
tu

ps
,D

ev
elo

p
na

tio
na

lA
I

st
ra

te
gi

es
,E

st
ab

lis
h

AI
re

gu
la

to
ry

fra
m

ew
or

ks
,I

m
pr

ov
e

in
fra

st
ru

ct
ur

e,
G

ui
de

co
rp

or
at

e
in

ve
st

m
en

t,
Bo

os
ti

nt
er

na
lR

&
D

,E
nh

an
ce

AI
go

ve
rn

an
ce

,F
un

d
re

se
ar

ch
m

iss
io

ns
,S

up
po

rt
in

no
va

tiv
e

co
lla

bo
ra

tiv
e

te
ch

no
lo

gi
es

,I
nc

re
as

e
tr

an
sp

ar
en

cy
an

d
in

te
gr

ity
,E

nc
ou

ra
ge

ad
op

tio
n

an
d

us
e

of
AI

te
ch

no
lo

gi
es

,
Co

-fu
nd

co
lla

bo
ra

tiv
e

pr
oj

ec
ts

,P
ro

vi
de

ac
ce

ss
to

em
er

gi
ng

te
ch

no
lo

gi
es

,D
ev

elo
p

et
hi

ca
lA

If
ra

m
ew

or
ks

,B
ui

ld
in

te
rn

at
io

na
lA

Ir
ela

tio
ns

hi
ps

,S
tr

en
gt

he
n

AI
ca

pa
bi

lit
y

an
d

ad
op

tio
n,

At
tr

ac
ta

nd
tr

ai
n

AI
sp

ec
ia

lis
ts

Ca
na

da
ris

k-
ba

se
d

ap
pr

oa
ch

,A
lg

or
ith

m
ic

Im
pa

ct
As

se
ss

m
en

t,
re

gu
la

to
ry

fra
m

ew
or

ks
,p

ub
lic

-fa
cin

g
au

to
m

at
ed

de
cis

io
n-

m
ak

in
g

sy
st

em
s,

Pa
n-

Ca
na

di
an

Ar
tifi

cia
l

In
te

lli
ge

nc
e

St
ra

te
gy

,i
nv

es
tm

en
ts

in
ta

len
t,

re
se

ar
ch

ca
pa

cit
y,

co
m

m
er

cia
liz

at
io

n,
st

an
da

rd
iza

tio
n,

in
te

rc
on

ne
ct

ed
no

de
s

of
sc

ien
tifi

c
ex

ce
lle

nc
e,

gl
ob

al
th

ou
gh

t
lea

de
rs

hi
p,

su
pp

or
t

na
tio

na
lr

es
ea

rc
h

co
m

m
un

ity
,f

os
te

r
co

-o
pe

ra
tio

n
be

tw
ee

n
AI

re
se

ar
ch

ce
nt

re
s

an
d

in
du

st
ry

,m
ul

ti-
st

ak
eh

ol
de

r
an

d
m

ul
ti-

di
sc

ip
lin

ar
y

ex
pe

rt
ise

,A
IS

ou
rc

e
Li

st
,e

xp
ed

ite
pr

oc
ur

em
en

t,
es

ta
bl

ish
pr

e-
qu

al
ifi

ed
lis

to
fs

up
pl

ier
s

Ch
in

a
En

ha
nc

in
g

AI
ha

rd
wa

re
ca

pa
cit

y,
St

re
ng

th
en

pl
at

fo
rm

ec
os

ys
te

m
s,

D
ev

elo
p

re
se

ar
ch

an
d

in
du

st
ria

ll
ea

de
rs

hi
p,

Bu
ild

te
ch

no
lo

gy
pa

rk
s

fo
r

AI
re

se
ar

ch
,

Es
ta

bl
ish

AI
go

ve
rn

an
ce

an
d

re
gu

la
to

ry
fra

m
ew

or
ks

,P
ro

m
ot

e
AI

ed
uc

at
io

n
an

d
wo

rk
fo

rc
e

tr
ai

ni
ng

,F
os

te
r

in
te

rn
at

io
na

lc
oo

pe
ra

tio
n

in
AI

,S
up

po
rt

AI
st

ar
tu

ps
an

d
in

no
va

tio
n

ce
nt

er
s,

O
pt

im
ize

un
iv

er
sit

y
in

fra
st

ru
ct

ur
e

fo
r

AI
,S

et
na

tio
na

ls
ta

nd
ar

ds
fo

r
AI

te
ch

no
lo

gi
es

,I
nc

re
as

e
R&

D
sp

en
di

ng
in

AI
,

D
ev

elo
p

na
tio

na
lA

Is
tr

at
eg

ies
,C

ul
tiv

at
eA

It
al

en
td

ev
elo

pm
en

t,
Pr

ov
id

efi
na

nc
ia

li
nc

en
tiv

es
fo

rA
Id

ev
elo

pm
en

t,
Pr

om
ot

ep
ub

lic
-p

riv
at

ep
ar

tn
er

sh
ip

si
n

AI
,E

nh
an

ce
ca

pa
bi

lit
ies

of
da

ta
in

fra
st

ru
ct

ur
e,

Re
gu

la
te

al
go

rit
hm

se
cu

rit
y

an
d

de
ve

lo
pm

en
t,

St
an

da
rd

Fr
an

ce
En

ha
nc

e
re

se
ar

ch
ec

os
ys

te
m

,
Ac

ce
ler

at
e

AI
di

ss
em

in
at

io
n,

En
co

ur
ag

e
tr

us
tw

or
th

y
AI

de
ve

lo
pm

en
t,

D
ev

elo
p

AI
ed

uc
at

io
na

l
ex

ce
lle

nc
e,

Fo
st

er
in

te
rd

isc
ip

lin
ar

y
AI

re
se

ar
ch

,S
up

po
rt

AI
st

ar
tu

ps
an

d
SM

Es
,C

re
at

e
pr

es
tig

io
us

AI
re

se
ar

ch
in

st
itu

te
s,

O
ffe

r
hi

gh
-le

ve
lA

Is
cie

nt
ifi

c
tr

ai
ni

ng
,E

st
ab

lis
h

co
lla

bo
ra

tiv
er

es
ea

rc
h

pl
at

fo
rm

s,
D

ev
elo

p
na

tio
na

lA
Is

tr
at

eg
ies

,P
ro

m
ot

ep
ub

lic
-p

riv
at

ep
ar

tn
er

sh
ip

s,
Pr

ov
id

efi
na

nc
ia

li
nc

en
tiv

es
,I

m
pr

ov
ei

nf
ra

st
ru

ct
ur

e
(e

.g
.,

su
pe

rc
om

pu
te

rs
,d

at
a

hu
bs

),
Fo

st
er

AI
ed

uc
at

io
n

an
d

wo
rk

fo
rc

e
tr

ai
ni

ng
,S

up
po

rt
th

e
di

gi
ta

lis
at

io
n

of
SM

Es
,D

ev
elo

p
em

be
dd

ed
an

d
fru

ga
lA

I
so

lu
tio

ns
,E

nh
an

ce
AI

go
ve

rn
an

ce
,D

ev
elo

p
so

ve
re

ig
n

AI
fra

m
ew

or
ks

G
er

m
an

y
D

ev
elo

p
na

tio
na

lA
Is

tr
at

eg
ies

,E
st

ab
lis

h
AI

re
gu

la
to

ry
fra

m
ew

or
ks

,F
os

te
r

AI
ed

uc
at

io
n

an
d

wo
rk

fo
rc

e
tr

ai
ni

ng
,P

ro
m

ot
e

pu
bl

ic-
pr

iv
at

e
pa

rt
ne

rs
hi

ps
,

Pr
ov

id
e

fin
an

cia
li

nc
en

tiv
es

,E
nh

an
ce

AI
go

ve
rn

an
ce

,S
up

po
rt

AI
st

ar
tu

ps
,I

m
pr

ov
e

in
fra

st
ru

ct
ur

e,
G

ui
de

co
rp

or
at

e
in

ve
st

m
en

t,
Bo

os
t

in
te

rn
al

R&
D

,
Cr

ea
te

et
hi

ca
lr

ul
es

fo
rA

I,
Bu

ild
AI

re
se

ar
ch

ec
os

ys
te

m
,D

ev
elo

p
te

ch
no

lo
gy

tr
an

sfe
ri

ni
tia

tiv
es

,F
un

d
AI

ap
pl

ica
tio

ns
fo

re
nv

iro
nm

en
ta

lb
en

efi
ts

,I
nt

eg
ra

te
AI

in
so

cie
ta

ls
ec

to
rs

,S
up

po
rt

de
m

og
ra

ph
ic

an
d

ec
ol

og
ica

lt
ra

ns
fo

rm
at

io
n,

Fo
st

er
in

te
rn

at
io

na
lr

es
ea

rc
h

co
lla

bo
ra

tio
n,

En
ha

nc
e

pa
rt

ici
pa

to
ry

te
ch

no
lo

gy
de

sig
n,

D
ev

elo
p

AI
pl

at
fo

rm
sf

or
un

iv
er

sa
lu

se
,H

ar
m

on
ize

leg
isl

at
io

n
fo

rA
Is

ys
te

m
s

In
di

a
Fo

st
er

ta
len

t
an

d
bu

ild
a

co
m

m
un

ity
,

En
co

ur
ag

e
re

se
ar

ch
an

d
re

du
ce

R&
D

co
st

s,
Re

du
ce

im
po

rt
de

pe
nd

en
cy

,
Po

sit
io

n
as

a
pr

ov
id

er
of

en
d-

to
-e

nd
so

lu
tio

ns
,C

re
at

e
a

po
lic

y
an

d
leg

al
fra

m
ew

or
k,

Iss
ue

co
nc

re
te

re
co

m
m

en
da

tio
ns

fo
r

go
ve

rn
m

en
t,

in
du

st
ry

,a
nd

re
se

ar
ch

pr
og

ra
m

s,
St

an
da

rd
isa

tio
n

of
Ar

tifi
cia

lI
nt

ell
ig

en
ce

te
ch

no
lo

gy
,E

st
ab

lis
h

th
e

Na
tio

na
lP

ro
gr

am
on

AI
,U

nd
er

ta
ke

ex
pl

or
at

or
y

pr
oo

f-o
f-c

on
ce

pt
AI

pr
oj

ec
ts

,C
ra

ft
a

na
tio

na
ls

tr
at

eg
y

fo
rA

Ie
co

sy
st

em
,*

*C
ol

la
bo

ra
te

wi
th

ex
pe

rt
s

Isr
ae

l
D

ev
elo

p
na

tio
na

lA
Is

tr
at

eg
ies

,I
m

pr
ov

e
in

fra
st

ru
ct

ur
e,

Su
pp

or
tA

Is
ta

rt
up

s,
Pr

ov
id

e
fin

an
cia

li
nc

en
tiv

es
,E

nc
ou

ra
ge

en
tr

ep
re

ne
ur

sh
ip

,*
*

Ja
pa

n
Co

ns
tr

uc
t

hi
gh

-sp
ee

d
ne

tw
or

k,
Pr

om
ot

e
R&

D
fo

r
in

no
va

tiv
e

fu
nd

am
en

ta
l

te
ch

no
lo

gy
,

Ac
ce

ler
at

e
Jo

in
t

AI
R&

D
wi

th
In

du
st

rie
s,

Ac
ad

em
ia

,
an

d
G

ov
er

nm
en

ts
,E

st
ab

lis
h

ne
w

go
ve

rn
an

ce
m

od
els

,P
ro

m
ot

e
ap

pr
op

ria
te

an
d

pr
oa

ct
iv

e
im

pl
em

en
ta

tio
n

of
AI

Ko
re

a
Pr

ov
id

eA
It

ec
hn

ol
og

y
de

ve
lo

pm
en

ti
nf

ra
st

ru
ct

ur
e,

D
ev

elo
p

an
d

pr
om

ot
eA

IR
&

D
st

ra
te

gi
es

,E
st

ab
lis

h
in

te
lli

ge
nt

ne
tw

or
k,

Re
fo

rm
R&

D
sy

st
em

,P
ro

m
ot

e
cr

os
s-m

in
ist

er
ia

lc
ol

la
bo

ra
tio

n,
En

ha
nc

e
in

te
ra

ct
io

ns
wi

th
th

e
ge

ne
ra

lp
ub

lic
,F

os
te

rd
at

a
an

d
AI

co
nv

er
ge

nc
e,

Es
ta

bl
ish

et
hi

ca
ls

ta
nd

ar
ds

fo
rA

I,
Bu

ild
a

fo
un

da
tio

n
fo

rs
oc

ia
ld

eli
be

ra
tio

n
on

AI
et

hi
cs

,S
ec

ur
e

wo
rld

-c
la

ss
AI

te
ch

no
lo

gy
,P

ro
m

ot
e

ac
tiv

e
us

e
of

th
e

da
ta

va
lu

e
ch

ai
n,

Cr
ea

te
ec

on
om

ic
su

rp
lu

s
th

ro
ug

h
AI

Ne
th

er
la

nd
s

Pr
om

ot
e

pu
bl

ic-
pr

iv
at

e
pa

rt
ne

rs
hi

ps
,F

os
te

rA
Ie

du
ca

tio
n

an
d

wo
rk

fo
rc

e
tr

ai
ni

ng
,D

ev
elo

p
na

tio
na

lA
Is

tr
at

eg
ies

,P
ro

vi
de

fin
an

cia
li

nc
en

tiv
es

,E
nh

an
ce

AI
go

ve
rn

an
ce

Sw
ed

en
El

ev
at

e
co

m
pe

te
nc

e
ab

ou
t

AI
,P

ro
m

ot
e

ed
uc

at
io

n
an

d
co

m
pe

te
nc

e
de

ve
lo

pm
en

t,
D

eli
ve

r
po

lic
y

pr
op

os
al

s,
Ad

ap
t

re
gu

la
to

ry
fra

m
ew

or
ks

,
Ac

ce
ler

at
e

po
lic

y
de

ve
lo

pm
en

t,
Fo

rm
ul

at
e

a
na

tio
na

lr
oa

dm
ap

,R
ec

om
m

en
da

tio
ns

on
in

ve
st

m
en

ta
nd

po
lic

y
de

ve
lo

pm
en

t,
M

ap
th

e
us

e
of

AI
an

d
bi

g
da

ta
an

al
ys

is,
Ac

ce
ler

at
ea

pp
lie

d
AI

re
se

ar
ch

an
d

in
no

va
tio

ns
,D

ev
elo

p
an

d
pr

ov
id

ei
nf

ra
st

ru
ct

ur
ef

or
da

ta
m

an
ag

em
en

t,
Su

pp
or

ti
nd

us
tr

y-
sc

ien
ce

co
op

er
at

io
n,

In
cr

ea
se

un
de

rg
ra

du
at

e
AI

ed
uc

at
io

n
Un

ite
d

K
in

gd
om

D
ev

elo
p

na
tio

na
lA

I
st

ra
te

gi
es

,
En

ha
nc

e
AI

go
ve

rn
an

ce
,

Fo
st

er
AI

ed
uc

at
io

n
an

d
wo

rk
fo

rc
e

tr
ai

ni
ng

,
Su

pp
or

t
AI

st
ar

tu
ps

,
Es

ta
bl

ish
AI

re
gu

la
to

ry
fra

m
ew

or
ks

,P
ro

vi
de

fin
an

cia
li

nc
en

tiv
es

Un
ite

d
St

at
es

ad
va

nc
eA

Ir
es

ea
rc

h,
de

ve
lo

p
re

gu
la

to
ry

fra
m

ew
or

ks
,p

ro
m

ot
ep

ub
lic

-p
riv

at
ep

ar
tn

er
sh

ip
s,

fo
st

er
AI

ed
uc

at
io

n
an

d
wo

rk
fo

rc
et

ra
in

in
g,

su
pp

or
tA

Is
ta

rt
up

s,
en

ha
nc

eA
Ig

ov
er

na
nc

e,
pr

ov
id

efi
na

nc
ia

li
nc

en
tiv

es
,d

ev
elo

p
na

tio
na

lA
Is

tr
at

eg
ies

,g
ui

de
co

rp
or

at
ei

nv
es

tm
en

t,
bo

os
ti

nt
er

na
lR

&
D

,e
ns

ur
eA

Is
af

et
y

an
d

se
cu

rit
y,

ac
ce

ler
at

e
AI

ad
op

tio
n,

cu
lti

va
te

AI
wo

rk
fo

rc
e,

es
ta

bl
ish

AI
et

hi
ca

lg
ui

de
lin

es
,e

xp
an

d
AI

R&
D

in
ve

st
m

en
ts

,p
ro

m
ot

e
AI

in
na

tio
na

ls
ec

ur
ity

,
de

ve
lo

p
AI

st
an

da
rd

sa
nd

be
nc

hm
ar

ks
,i

nc
re

as
e

ac
ce

ss
to

AI
re

so
ur

ce
s

70



Ta
bl
e
A
7

Ex
am

pl
es

of
N
at
io
na

lA
I
St

ra
te
gi
es

an
d
Po

lic
ie
s

Th
is

ta
bl
es

ho
ws

ex
am

pl
es

of
na

tio
na

lA
I-r

ela
te
d
str

at
eg

ies
an

d
po

lic
ies

wi
th

th
ep

oli
cy

na
m
e,

co
un

try
,s

ta
rt

ye
ar

an
d
de

sc
rip

tio
n.

Po
lic

y
N
am

e
C
ou

nt
ry

St
ar
t
Y
ea
r

D
es
cr
ip
tio

n

NA
TI

O
NA

L
AI

R&
D

ST
RA

TE
G

IC
PL

AN
Un

ite
d

St
at

es
20

16
Th

e
pu

rp
os

e
of

th
is

Pl
an

is
to

co
nv

ey
a

cle
ar

se
t

of
R&

D
pr

io
rit

ies
th

at
ad

dr
es

s
st

ra
te

gi
c

re
se

ar
ch

go
al

s,
fo

cu
sF

ed
er

al
in

ve
st

m
en

ts
on

th
os

e
ar

ea
si

n
wh

ich
in

du
st

ry
is

un
lik

ely
to

in
ve

st
,a

nd
ad

dr
es

st
he

ne
ed

to
ex

pa
nd

an
d

su
st

ai
n

th
e

pi
pe

lin
e

of
AI

R&
D

ta
len

t.
EX

EC
UT

IV
E

O
RD

ER
O

N
M

AI
NT

AI
NI

NG
AM

ER
IC

AN
LE

AD
ER

SH
IP

IN
AI

Un
ite

d
St

at
es

20
19

Th
is

or
de

r
se

ek
s

to
sp

ar
k

sig
ni

fic
an

t
ad

va
nc

em
en

ts
in

AI
wi

th
in

th
e

fed
er

al
go

ve
rn

m
en

t,
in

du
st

ry
,a

nd
ac

ad
em

ia
to

bo
os

t
sc

ien
tifi

c
re

se
ar

ch
,e

co
no

m
ic

gr
ow

th
,

an
d

na
tio

na
ls

ec
ur

ity
.

It
st

riv
es

to
se

t
te

ch
ni

ca
ls

ta
nd

ar
ds

,s
im

pl
ify

th
e

pr
oc

es
s

fo
r

AI
te

st
in

g
an

d
de

pl
oy

m
en

t,
an

d
su

pp
or

tt
he

gr
ow

th
of

ne
w

AI
-fo

cu
se

d
in

du
st

rie
sa

nd
th

e
br

oa
de

ra
do

pt
io

n
of

AI
in

ex
ist

in
g

se
ct

or
s.

AI
RE

SE
AR

CH
PR

O
G

RA
M

M
E

Si
ng

ap
or

e
20

18
AI

Re
se

ar
ch

Pr
og

ra
m

m
e

se
ed

s
hi

gh
qu

al
ity

re
se

ar
ch

eff
or

ts
ai

m
ed

at
de

ve
lo

pi
ng

fu
nd

am
en

ta
l

AI
no

ve
l

te
ch

ni
qu

es
,

al
go

rit
hm

s
an

d
ad

ja
ce

nt
te

ch
no

lo
gi

es
th

at
wi

ll
ev

en
tu

al
ly

sig
ni

fic
an

tly
co

nt
rib

ut
e

to
th

e
ot

he
r

pi
lla

rs
of

AI
Si

ng
ap

or
e.

Th
e

AI
Si

ng
ap

or
e

Re
se

ar
ch

Pr
og

ra
m

m
e

wi
ll

al
so

en
co

ur
ag

e
na

tio
na

lr
es

ea
rc

h
co

lla
bo

ra
tio

ns
an

d
nu

rt
ur

e
lo

ca
lA

It
al

en
ts

.
HI

G
H

PE
RF

O
RM

AN
CE

CO
M

PU
TI

NG
IN

-
FR

AS
TR

UC
TU

RE
PR

O
JE

CT
Ja

pa
n

20
12

Su
pe

rc
om

pu
te

r
”F

ug
ak

u”
as

a
ce

nt
ra

l
co

re
,

co
ns

tr
uc

t
hi

gh
-sp

ee
d

ne
tw

or
k

am
on

g
un

iv
er

sit
ies

an
d

pu
bl

ic
re

se
ar

ch
se

ct
or

sf
or

va
rio

us
us

es
to

cr
ea

te
ou

ts
ta

nd
in

g
re

su
lts

in
va

rio
us

fie
ld

ss
uc

h
as

AI
,d

at
a

sc
ien

ce
,m

ed
ici

ne
,c

lim
at

e,
sp

ac
e,

di
sa

st
er

de
fen

se
.

NA
TI

O
NA

L
NE

W
G

EN
ER

AT
IO

N
AI

PL
AN

Ch
in

a
20

17
Th

e
Pl

an
in

vo
lv

es
in

iti
at

iv
es

an
d

go
al

s
fo

r
R&

D
,

in
du

st
ria

liz
at

io
n,

ta
len

t
de

ve
l-

op
m

en
t,

ed
uc

at
io

n
an

d
sk

ill
s

ac
qu

isi
tio

n,
st

an
da

rd
se

tt
in

g
an

d
re

gu
la

tio
ns

,e
th

ica
l

no
rm

s,
an

d
se

cu
rit

y.
To

m
ak

e
Ch

in
a’

s
AI

in
du

st
ry

“in
-li

ne
”

wi
th

co
m

pe
tit

or
s

by
20

20
.T

o
re

ac
h

“w
or

ld
-le

ad
in

g”
in

so
m

eA
Ifi

eld
sb

y
20

25
.T

o
be

co
m

et
he

“p
rim

ar
y”

ce
nt

er
fo

rA
Ii

nn
ov

at
io

n
by

20
30

.B
y

20
30

,t
he

Ch
in

es
eg

ov
er

nm
en

ta
im

st
o

cu
lti

va
te

an
AI

in
du

st
ry

wo
rt

h
RM

B
1

tr
ill

io
n

(E
UR

13
0

bi
lli

on
),

wi
th

re
la

te
d

in
du

st
rie

sw
or

th
RM

B
10

tr
ill

io
n

(E
UR

13
00

bi
lli

on
).

In
ad

di
tio

n,
th

e
Ch

in
es

e
go

ve
rn

m
en

th
as

al
so

pa
rt

ne
re

d
wi

th
na

tio
na

lt
ec

h
co

m
pa

ni
es

to
de

ve
lo

p
re

se
ar

ch
an

d
in

du
st

ria
ll

ea
de

rs
hi

p
in

sp
ec

ifi
c

fie
ld

so
fA

Ia
nd

wi
ll

bu
ild

a
US

D
2.

1
bi

lli
on

(E
UR

1.
8

bi
lli

on
)t

ec
hn

ol
og

y
pa

rk
fo

rA
Ir

es
ea

rc
h

in
Be

ĳi
ng

.
PA

N-
CA

NA
D

IA
N

AI
ST

RA
TE

G
Y

Ca
na

da
20

17
Th

e
G

ov
er

nm
en

t
of

Ca
na

da
is

pr
ov

id
in

g
th

e
Ca

na
di

an
In

st
itu

te
fo

r
Ad

va
nc

ed
Re

se
ar

ch
(C

IF
AR

)w
ith

ac
on

tr
ib

ut
io

n
of

$1
25

m
ill

io
n

(in
Ca

na
di

an
do

lla
rs

)t
ol

au
nc

h
a

Pa
n-

Ca
na

di
an

Ar
tifi

cia
lI

nt
ell

ig
en

ce
St

ra
te

gy
to

re
ta

in
an

d
at

tr
ac

t
to

p
ac

ad
em

ic
ta

len
t,

an
d

to
in

cr
ea

se
th

en
um

be
ro

fp
os

t-g
ra

du
at

et
ra

in
ee

sa
nd

re
se

ar
ch

er
ss

tu
dy

in
g

AI
.S

tr
at

eg
y

fo
cu

se
d

on
in

ve
st

m
en

ts
in

ta
len

t,
re

se
ar

ch
ca

pa
cit

y,
co

m
m

er
cia

liz
at

io
n

an
d

st
an

da
rd

iza
tio

n
of

(g
en

er
at

iv
e)

AI
.

71



Table A8
Pretrend Analysis

This table presents the pretrend analysis for our tests. All specifications follow the main table but
the treatment is separated by the timing of treatment from ≤ 𝑡 − 3 to ≥ 𝑡 + 3.

AI Patent Counts AI Patent Forward Cites Avg AI Forward Cites
(1) (2) (3)

t ≤ -3 -0.013 -0.041 -0.011
(-0.45) (-0.43) (-0.14)

t = -2 -0.007 0.018 0.029
(-0.50) (0.40) (0.82)

t = 0 -0.032∗∗ -0.151 -0.141
(-2.18) (-1.56) (-1.64)

t = 1 -0.088∗∗ -0.430∗ -0.320
(-2.32) (-1.90) (-1.59)

t = 2 -0.124∗∗ -0.658∗∗ -0.486∗

(-2.06) (-1.98) (-1.69)
t ≥ -3 -0.166∗∗∗ -0.822∗∗ -0.591∗∗

(-2.59) (-2.34) (-2.02)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,900,297 3,515,936 3,515,936
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Table A9
National AI-Related Policy and AI Innovation (Poisson Regressions

Controlling GDP)
This table reports coefficients from inventor-panel Poisson regressions of inventors’ AI innovation
on an indicator for national AI-related policies, inventor-by-cohort fixed effects, and year-by-cohort
fixed effects. The indicator of AI policy is set to 1 if the country has implemented national AI-
related policies. The dependent variables are AI patent filings counts, forward citations, and average
forward citations. The data include inventor-year observations in the 5 years prior and up to 10
years following the implementation of national AI-related policies in each country from 2006 to 2019.
For all regressions, we include control variables ln(GDP per Capita). The robust standard errors
are clustered at the country level, and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent
the significance level at 1%, 5% and 10% ,respectively.

Poisson Poisson Poisson
AI Patent Counts AI Patent Forward Cites Avg AI Forward Cites

(1) (2) (3)
DID(AI Policy) -0.064∗∗∗ -0.197∗∗ -0.157∗∗

(-3.70) (-2.25) (-2.06)
ln(GDP per capita) 1.057∗∗∗ 4.601∗∗∗ 3.776∗∗∗

(6.22) (9.35) (7.07)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,900,297 3,515,936 3,515,936
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Table A10
National AI-Related Policy’s ln(1+Budget) and AI Innovation (Poisson)

This table reports coefficients from inventor-panel Poisson regressions of inventors’ AI innovation
on budgets for national AI-related policies, inventor-by-cohort fixed effects, and year-by-cohort
fixed effects. Total budget is ln(1+ Total Budgets) for the policy of the country. The dependent
variables are AI patent filings counts, forward citations and average forward citations. The
data include inventor-year observations in the 5 years prior and up to 10 years following the
implementation of national AI-related policies in each country from 2006 to 2019. For all
regressions, the robust standard errors are clustered at the country level, and t-statistics are
illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10% ,respectively.

Poisson Poisson Poisson
AI Patent Counts AI Patent Forward Cites Avg AI Forward Cites

(1) (2) (3)
ln(1+Total Budget) -0.013∗∗ -0.074∗ -0.058

(-2.56) (-1.71) (-1.62)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,900,297 3,515,936 3,515,936
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Table A11
National AI-Related Policy Indicator and AI Innovation (OLS)

This table reports coefficients from inventor-panel OLS regressions of inventor’s AI innovation on
an indicator for national AI-related policies, inventor-by-cohort fixed effects, and year-by-cohort
fixed effects.The indicator of AI policy is set to 1 if the country has implemented national AI-
related policies. The dependent variables are ln(AI patent filings counts), ln(forward citations) and
ln(average forward citations). The data include inventor-year observations in the 5 years prior and
up to 10 years following the implementation of national AI-related policies in each country from
2006 to 2019. For all regressions, the robust standard errors are clustered at the country level, and
t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10%
,respectively.

OLS OLS OLS
ln(AI Patent Counts) ln(AI Patent Forward Cites) ln(Avg AI Forward Cites)

(1) (2) (3)
DID(AI Policy) -0.066∗∗ -0.301∗∗∗ -0.232∗∗

(-2.65) (-2.73) (-2.39)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 3,900,297 2,308,300 2,308,300
𝑅2 0.54 0.55 0.55
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Table A13
Placebo Test: National AI-Related Policy and Non-AI Innovation

This table reports the coefficients from Poisson and OLS regressions of the non-AI innovation
inventor-level panel on an indicator for national AI-related policies. Panel A presents stacked
Difference-in-Differences (DID) estimates, controlling for inventor-by-cohort and year-by-cohort
fixed effects, following Gormley and Matsa (2011); Baker, Larcker, and Wang (2022). Panel B
reports estimates from the structural DID approach proposed by Callaway and Sant’Anna (2021).
The AI policy indicator equals one if the country has implemented national AI-related policies.
The dependent variables include non-AI patent filing counts, forward citations and average forward
citations. The sample consists of inventor-year observations from five years prior to, and up to
ten years following, the implementation of national AI-related policies across countries between
2006 and 2019. For all regressions, robust standard errors are clustered at the country level, and
t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10%
,respectively.

Panel A: Stacked DID (Poisson)
Non-AI Patent Counts Non-AI Patent Forward Cites Avg Non-AI Patent Forward Cites

(1) (2) (3)
DID(AI Policy) -0.097 -0.370 -0.373∗

(-1.62) (-1.52) (-1.70)

Year × Cohort FE Yes Yes Yes
Inventor × Cohort FE Yes Yes Yes

Obs. 21,796,942 21,796,942 21,796,942

Panel B: Methodology from Callaway and Sant’Anna (2021) (OLS)
ln(1+Non-AI Patent Forward Cites)

ATT on Treated ATT by Calendar Period ATT by Group
(1) (2) (3)

DID(AI Policy) -0.108∗ -0.145∗∗ -0.058∗

(-1.77) (-2.00) (-1.86)

Obs. 4,836,545 4,836,545 4,836,545
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Table A14
Government-Funded Inventor and High-Impact Inventor

This table reports coefficients from inventor-panel OLS regressions of an indicator for government-
funded inventor on an indicator for high-impact inventor, year fixed effects, and inventor field fixed
effects. The government funding indicator equals 1 if the inventor filed an AI patent supported by
government funding in a given year, and 0 otherwise. The high-impact inventor indicator equals
1 if the inventor is among the top 10% (5 % or 1%) of inventors based on forward citations to AI
patents over the previous five years. The post-2011 indicator equals 1 for years after 2011, and 0
otherwise. For all regressions, the robust standard errors are clustered at the inventor level, and
t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level at 1%, 5% and 10%
,respectively. The sample period is from 2006 to 2019.

Government Funded Inventor
(1) (2) (3) (4) (5) (6)

High-Impact Inventor (Top 10%) 0.007∗∗∗ 0.008∗∗∗

(7.99) (4.98)
High-Impact Inventor (Top 10%)× post-2011 -0.001

(-0.52)
High-Impact Inventor (Top 5%) 0.007∗∗∗ 0.004∗

(5.57) (1.89)
High-Impact Inventor (Top 5%)× post-2011 0.004∗

(1.79)
High-Impact Inventor (Top 1%) -0.000 -0.004

(-0.07) (-1.00)
High-Impact Inventor (Top 1%)× post-2011 0.006

(1.20)

Year FE Yes Yes Yes Yes Yes Yes
Field FE Yes Yes Yes Yes Yes Yes

Obs. 1,046,698 1,046,698 1,046,698 1,046,698 1,046,698 1,046,698
𝑅2 0.04 0.04 0.04 0.04 0.04 0.04
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Table A15
National AI-Related Policy and Uniqueness of AI Innovation

This table reports coefficients from inventor-panel Poisson regressions of the number of competing
AI patents on an indicator for national AI-related policies, inventor-by-cohort fixed effects, and year-
by-cohort fixed effects. The AI policy indicator is set to 1 if the country has implemented national
AI-related policies. The dependent variables include: (i) the number of competing AI patents filed
in the current year and (ii) cumulatively up to the current year. The data include inventor-year
observations in the 5 years prior and up to 10 years following the implementation of national AI-
related policies in each country from 2006 to 2019. For all regressions, the robust standard errors
are clustered at the country level, and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent
the significance level at 1%, 5% and 10% ,respectively.

AI Novelty (t = 0) AI Novelty (t < 0)
(1) (2)

DID(AI Policy) 0.165∗∗ 0.177∗∗∗

(2.22) (3.34)

Year × Cohort FE Yes Yes
Inventor × Cohort FE Yes Yes

Obs. 3,800,627 3,887,712
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Table A16
National AI-Related Policy and Domains of AI Innovation

This table reports coefficients from Poisson and OLS regressions of the inventor-panel of the
number of AI patent filings/applications domains on an indicator for national AI-related policies,
inventor-by-cohort fixed effects, and year-by-cohort fixed effects. The AI policy indicator is set
to 1 if the country has implemented national AI-related policies, while other indicators reflect the
implementation of specific categories of AI policies such as governance, guidance & regulation,
financial support, and AI enablers & other incentives. The dependent variables are inventor’s
number of AI patent domains and AI patent HHI. The data include inventor-year observations in
the 5 years prior and up to 10 years following the implementation of national AI-related policies
in each country from 2006 to 2019. For all regressions, robust standard errors are clustered at the
country level, and t-statistics are illustrated in parentheses.∗∗∗,∗∗,∗ represent the significance level
at 1%, 5% and 10% ,respectively.

Poisson OLS
Inventor AI Domains Inventor AI Domains HHI

(1) (2)
DID(AI Policy) -0.058∗∗ 0.023∗∗

(-2.29) (2.43)

Year × Cohort FE Yes Yes
Inventor × Cohort FE Yes Yes

Obs. 3,900,297 3,900,297
𝑅2 0.49
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