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We find that the firm-level variance risk premium has a prominent explanatory power for credit spreads
in the presence of market- and firm-level control variables established in the existing literature. Such
predictability complements that of the leading state variable—the leverage ratio—and strengthens signif-
icantly with a lower firm credit rating, longer credit contract maturity, and model-free implied variance.
We provide further evidence that (1) the variance risk premium has a cleaner systematic component than
implied variance or expected variance, (2) the cross-section of firms’ variance risk premia capture sys-
tematic variance risk in a stronger way than firms’ equity returns in capturing market return risk, and
(3) a structural model with stochastic volatility can reproduce the predictability pattern of variance risk
premia for credit spreads.
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1. Introduction

It has long been recognized in the literature that a critical com-
ponent of systematic economic risk may be missing in credit risk
modeling (Jones et al., 1984; Elton et al., 2001; Collin-Dufresne
et al., 2001; Huang et al., 2003), which is the main cause of the
so-called credit spread puzzle. The relatively larger spikes of high
investment-grade credit spreads than speculative-grade during
the recent financial crisis highlight a possible systematic shock that
tends to explain the low-frequency cyclical movements of
credit spreads. In this paper, we try to explain individual firms’
credit spreads by the variance risk premium (hereafter, VRP) and
relate the VRP component of the credit spread to the exposure to
systematic variance or economic uncertainty risk (Bollerslev
et al., 2009; Drechsler and Yaron, 2011).

VRP is defined as the difference between expected variance un-
der the risk-neutral measure and expected variance under the
objective measure (see among others Britten-Jones and Neuberger,
2000; Jiang and Tian, 2005; Carr and Wu, 2008). Theoretically, the
variance risk premium isolates only firms’ exposure to systematic
variance risk that must be priced in all risky assets since, by con-
struction, the risk-neutral and objective expectations of firms’ idi-
osyncratic variance risk cancel out with each other. Empirically, we
estimate VRP as the difference between the model-free option-im-
plied variance and the expected variance based on the realized
measures estimated from high-frequency equity return data.

We present robust evidence that firm-level VRP is the most
prominent predictor for credit default swap (CDS) spread
variations relative to the other macroeconomic and firm-specific
credit risk determinants identified in the existing literature: VRP
by itself predicts 29% of credit default spread variation. This finding
echoes the recent studies that recognize the linkage among
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macroeconomic conditions, the equity risk premium, and credit
risk pricing (see, e.g., David, 2008; Bhamra et al., 2009; Chen
et al., 2009; Chen, 2010), but our paper focuses on providing
cross-sectional evidence of individual firms. We also find that
VRP complements the leverage ratio, which has been shown as a
leading explanatory variable for credit spreads (Collin-Dufresne
and Goldstein, 2001). Importantly, this firm-level VRP measure
crowds out the popular market VRP (or VIX) measure that has been
shown as a strong predictor for aggregate credit spread indices
(Zhou, 2009; Buraschi et al., 2009). Such predictive power turns
out to be greater for speculative-grade credit spreads, longer CDS
contract maturities, and VRPs constructed from model-free op-
tion-implied variances.

The 2007–2008 sub-prime credit crisis changed substantially
the landscape of the CDS markets. We examine the consistency
of the predictability of VRP on CDS spreads before and after the cri-
sis. During both periods, VRP positively and significantly predicts
subsequent CDS spreads. Interestingly, the S&P 500 return, the
aggregate credit price index, and the fixed income market illiquid-
ity measure switch to be significant in predicting firm CDS spreads
after the crisis, suggesting contagion in financial markets and that
the increase in the perceived systemic risk was mainly driven by
the heightened risk aversion and liquidity squeeze (Longstaff,
2010; Huang et al., 2012).

Previous research suggests that implied variance is informa-
tively more efficient than realized variance in predicting credit
spreads (Cao et al., 2010; Berndt et al., 2006; Carr and Wu,
2010). However, by decomposing the implied variance into VRP
and expected variance, we find that VRP can substitute for most
of the explaining power of implied variance, especially for lower
frequencies of monthly and quarterly horizons relative to weekly.
We also present evidence that the first principle component of
VRP across all firms explains 79% of the total variation, while that
of implied variance only explains 58% and expected variance only
65%. Finally, we show that, at the aggregate level, VRP Granger
causes implied and expected variances, but not vice versa. These
additional findings imply that VRP may be an ideal measure of
firms’ exposures to a systematic variance risk factor, and the eco-
nomic interpretation of implied variance in explaining credit
spreads could largely rely on VRPs that are exposed to such a mac-
roeconomic uncertainty risk.

To further corroborate the interpretation that firm VRPs are ex-
posed to systematic uncertainty risk, we provide two additional
justifications. In the first exercise, we run a two-pass regression
of individual firms’ VRPs on the market VRP. The second-stage
cross-sectional regression obtains an R2 of 9%. In contrast, a similar
exercise with firm equity returns obtains an R2 of 4%. These results
suggest that the cross-section of firms’ variance risk premia is able
to capture systematic risk factor(s) in a stronger way than firm
equity returns in the CAPM framework. In another exercise, we
simulate from a structural model with stochastic volatility and find
that VRP can indeed provide additional explanatory power for a
representative firm’s credit spreads, even with the control of a true
leverage ratio. On the contrary, the Merton model without stochas-
tic volatility cannot reproduce such a stylized pattern found in our
empirical exercise.

Our work is related to recent efforts to explain individual firms’
credit spreads from several innovative angles. Campbell and
Taksler (2003) find that increases in bond spreads can be explained
by the upward trend in idiosyncratic equity volatility. Cremers
et al. (2008) rely on an option-implied jump risk measure to inter-
pret the cross-sectional variations in default risk premiums. Erics-
son et al. (2004) and Ericsson et al. (2006) exploit credit derivatives
in explaining credit spreads and evaluating structural models. In
particular, Cao et al. (2010) document that volatility risk premia
(volatility-based VRPs) strongly covary with the CDS spreads. Our
study shares the same spirit as theirs in terms of risk-based expla-
nations and finds consistent results. We, however, emphasize
using VRP as a novel tool to isolate the firm’s exposure to system-
atic variance risk from its idiosyncratic counterpart. We further
demonstrate the consistency of VRP’s predictive power before
and after the sub-prime credit crisis. Importantly, we document
that the cross section of firms’ variance risk premia capture sys-
tematic variance risk in a stronger way than firms’ equity returns
in capturing market return risk in the CAPM framework. Thus,
our finding provides an economic interpretation for the superior
predictive power of implied variance on credit spread and points
to a clear direction for improving the structural credit risk model-
ing—by incorporating a systematic variance risk factor.

The rest of the paper will be organized as follows: Section 2
introduces the variance risk premium measure and our empirical
methodology, and it is followed by a description of data sources
and summary statistics in Section 3, Section 4 then presents empir-
ical findings of variance risk premiums with respect to predicting
credit spreads and discusses some economic interpretations, and
Section 5 concludes.
2. Variance risk premia and empirical methodology

In this section, we introduce the concept of VRP for individual
firms, following the recent literature in defining the market VRP
as a difference between the model-free implied variance and the
forecasted realized variance. Then we outline our empirical strat-
egy for explaining the CDS spreads of individual firms, using such
a firm-specific VRP variable, together with other established mar-
ket and firm control variables—noticeably the firm leverage ratio
and the risk-free rate.

2.1. Constructing the VRP measure for individual firms

To construct the benchmark measure of firm VRP, we compute
the model-free implied variances from the OptionMetrics data of
the individual firms’ equity option prices and the forecasted real-
ized variances from high-frequency stock returns of individual
companies.

Following Britten-Jones and Neuberger (2000), we apply the Cox
et al. (1979), or CRR, binomial lattice model to translate the Option-
Metrics prices of American call options of different maturities and
moneyness into implied volatilities. By fitting a smooth cubic splines
function to the implied volatilities, we compute the term structure
of implied volatilities at various strikes for call options of T-maturity.
Then, the term structure of implied volatilities are translated back
into the term structure of call prices at various strikes using the
CRR model. Note that such a procedure is not model-dependent, as
the CRR model serves merely as a mapping device between option
prices and implied volatilities (Jiang and Tian, 2005).

With the term structure of call option prices, we compute risk-
neutral or model-free implied variance by summing the following
functional form over a spectrum of densely populated strike prices:

IVi;t � EQ
t ½Varianceiðt; t þ TÞ�

� 2
Z 1

0

� Ciðt þ T;KÞ=Bðt; t þ TÞ �max½0; Si;t=Bðt; t þ TÞ � K�
K2 dK;

ð1Þ

where Si,t denotes the stock price of firm i at time t. Ci(t + T, K)
denotes the option price of a call option maturing at time T at a
strike price K. B(t, t + T) denotes the present value of a zero-coupon
bond that pays off one dollar at time t + T. This way of calculating



H. Wang et al. / Journal of Banking & Finance 37 (2013) 3733–3746 3735
model-free implied variance is valid as long as the underlying stock
price follows a jump-diffusion process (Carr and Wu, 2008). In prac-
tice, the numerical integration scheme can be set accordingly to a
limited number of strike prices to ensure that the discretization er-
rors have a minimal effect on the estimation accuracy of model-free
implied variance.3 The model-free implied variance could be more
informative than the implied variances using only at-the-money
(out-of-the-money or in-the-money) options, as the model-free ap-
proach incorporates the option information across different money-
ness (Jiang and Tian, 2005).

In order to define the realized variance that we use in estimat-
ing the expected variance, let si,t denote the logarithmic stock price
of firm i. The realized variance over the [t � 1, t] time interval may
be measured as

RVi;t �
Xn

j¼1

si;t�1þ j
n
� si;t�1þj�1

n

h i2
! Varianceiðt � 1; tÞ; ð2Þ

where the convergence relies on n ?1; i.e., an increasing number
of within-period price observations.4 As demonstrated in the litera-
ture (see, e.g., Andersen et al., 2001a; Barndorff-Nielsen and
Shephard, 2002), this ‘‘model-free’’ realized variance measure based
on high-frequency intraday data can provide much more accurate
ex-post observations of the ex-ante return variation than those
based on daily data.

For a monthly horizon and monthly data frequency, where IVi,t

is the end-of-month risk-neutral expected variance for firm i of the
next month, and RVi,t is the realized variance of the current month,
we adopt a linear forecast of the objective or statistical expectation
of the return variance as RVi,t+1 = a + bIVi,t + cRVi,t + �i,t+1, and the ex-
pected variance is simply the time t forecast of realized variance
from t to t + 1 based on estimated coefficients â and b̂ in the linear
regression,

EVi;t � EP
t ½Varianceiðt; t þ TÞ� � cRV i;tþ1 ¼ âþ b̂IVi;t þ ĉRVi;t ; ð3Þ

where cRV i;tþ1 is the forecasted realized variance of firm i of the next
month.

We use this particular projection because the model-free im-
plied variance from the options market is an informationally more
efficient forecast for the future realized variance than the past real-
ized variance (see, e.g., Jiang and Tian, 2005); while the realized
variance based on high-frequency data also provides additional
power in forecasting the future realized variance (Andersen et al.,
2001b). Therefore, a joint forecast model with one lag of implied
variance and one lag of realized variance seems to capture the
most forecasting power from the time-t available information
(Drechsler and Yaron, 2011).

The variance risk premium of an individual firm, or VRPi,t,
underlying our key empirical findings is defined as the difference
between the ex-ante risk-neutral expectation and the objective
expectation of future return variation over the [t, t + 1] time
interval,

VRPi;t � IVi;t � EVi;t: ð4Þ

Such a construct at the market level has been shown to possess
remarkable capability in forecasting the aggregate credit spread
indices (Zhou, 2009). Here we investigate in detail how the VRP of
individual firms can help us understand the cross section of individ-
ual firms’ CDS spreads.
3 We set the grid number in the numerical integration at 100, although with a
reasonable parameter setting a grid number of 20 is accurate enough (Jiang and Tian,
2005).

4 In practice, we use 15-min returns, although for a similar sample of 307 US firms
using 5-min returns produces a similar quality estimation of realized variances
(Zhang et al., 2009).
2.2. Empirical implementation strategy

We examine the relationship between the panels of CDS
spreads and VRPs in the presence of market- and firm-level credit
risk determinants suggested by theory and empirical evidence. We
focus on monthly data to avoid picking up the market microstruc-
ture noise induced by high-frequency comovements between op-
tion and credit markets. For spreads and implied variance, we
use only the matched last-available end-of-month (daily) observa-
tions. Because missing dates and stale quotes signify that daily or
even weekly data quality is not reliable, and if we just ignore the
daily missing values, we will introduce a serial-dependent error
structure in the independent variable CDS spread, which may arti-
ficially increase the prediction R2 or significance. Monthly data will
give us a more conservative but reliable estimate and is typically
the shortest horizon—compared with quarterly or annual data—
for picking up the low-frequency risk premium movement.

CDS spreads should also be influenced by the leverage ratio of
the underlying firm and the risk-free spot rate. As suggested by
the structural form credit risk models (e.g., Merton, 1974), leverage
is the most important credit risk determinant—all else being equal,
a firm with higher leverage has a higher likelihood of default (Col-
lin-Dufresne and Goldstein, 2001). The leverage ratio, denoted by
LEVi,t, is computed as the book value of debt over the sum of the
book value of debt and market value of equity. Moreover, struc-
tural models predict that risk-free interest rates negatively influ-
ence the credit spread (Longstaff and Schwartz, 1995)—when the
risk-free rate is increasing, it typically signifies an improving eco-
nomic environment with better earning growth opportunity for
the firms, therefore a lower default risk premium. Alternatively,
when the short rate is rising, inflation risk is also increasing, and
nominal asset debt becomes less valuable compared to real asset
equity (Zhang et al., 2009). We define the risk-free rate variable
to be the 1-year swap yield, denoted by rt.

Empirical research also shows that in practice, CDS spreads con-
tain compensation for non-default risks as well as risk premiums,
which may be difficult to identify without the aggregate macro
variables. Henceforth, we will not limit our analysis to the tradi-
tional theoretically motivated regressors but augment our set of
variables by the following market variables: (1) the market vari-
ance risk premium based on the S&P 500 denoted by MVRPt to
measure systemic variance or macroeconomic uncertainty risk—
all else equal, high market VRP leads to high credit spreads (Zhou,
2009);5 (2) the S&P 500 return, denoted by S&Pt to proxy for the
overall state of the economy—when the economy is improving, the
credit spread should be lower as profit is rising (Zhang et al.,
2009); (3) Moody’s default premium slope, denoted by DPSt, is com-
puted as Baa yield spread minus Aaa yield spread to capture the de-
fault risk premium in the corporate bond market—the coefficient of
the default premium slope should be positive, consistent to the no-
tion that CDS and corporate bond markets are cointegrated (Blanco
et al., 2005; Ericsson et al., 2004; Zhu, 2006); and (4) the difference
of the 5-year swap rate and the 5-year Treasury rate, denoted by
STSt, as a proxy for fixed-income market illiquidity, which is ex-
pected to move positively with CDS spreads (Tang and Yan, 2008).

For firm characteristic variables, besides leverage ratio, we in-
clude the following controls: (1) asset turnover, denoted by ATOi,t,
is computed as sales divided by total assets; (2) price-earnings
5 The market variance risk premium is defined as the difference between the risk-
neutral and objective expectations of the S&P 500 index variance (Zhou, 2009), where
the risk-neutral expectation of variance is measured as the end-of-month observation
of VIX-squared and the expected variance under the objective measure is a forecasted
realized variance with an AR(12) process. Realized variance is the sum of squared
five-minute log returns of the S & P 500 index over the month. Both variance
measures are in percentage-squared format on a monthly basis.
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ratio denoted by PEi,t; (3) market-to-book ratio, denoted by MBi,t;
(4) return on assets, denoted by ROAi,t, computed as earnings di-
vided by total assets; (5) the natural logarithm of sales, denoted
by SALEi,t. As a proxy for firm size, SALEi,t should influence CDS
spread negatively—as larger and more mature firms tend to be
investment grade in our sample, all else being equal. Firm asset
turnover, market-book ratio, and return on assets are all expected
to be negatively related to CDS spreads, because firms of high prof-
itability and future growth tend to have lower credit risk. The
price-earnings ratio may have two opposite effects on CDS spreads:
on the one hand, a high price-earnings ratio implies high future as-
set growth that reduce the likelihood of financial distress and cred-
it risk; on the other hand, high growth firms tend to have high
return volatilities that increase credit risk. These hypothesized
signs of regression coefficients are consistent with the basic Mer-
ton (1974) model’s implications and are largely confirmed by the
empirical literature (see, e.g., Collin-Dufresne et al., 2001).

Given the nature of our cross-sectional and time-series data, we
adopt the robust standard error approach of Petersen (2009) to ac-
count for both firm and time effects in large panel data sets. There-
fore, the above discussions suggest the following one-month ahead
forecasting regression

CDSi;tþ1;¼ aþ b1VRPi;t þ b2MVRPt þ b3LEVi;t þ b4S&Pt þ b5rt

þ b6DPSt þ b7STSt þ b8ATOi;t þ b9PEi;t þ b10MBi;t

þ b11ROAi;t þ b12SALEi;t þ ei;tþ1; ð5Þ

and our focus is the relation between a firm’s CDS spread and its
VRP.
3. Data description and summary statistics

To conduct the empirical study, we collect data on credit default
swap (CDS) spreads, equity option prices, macroeconomic vari-
ables, firm equity, and balance sheet information from various
sources. The summary statistics of CDS spreads, variance risk pre-
miums, and other market wide or firm-specific controls, are dis-
cussed here to set the background for examining the critical link
between CDS spreads and VRPs.

3.1. Data sources

Under a CDS contract, the protection seller promises to buy the
reference bond at its par value when a predefined default event oc-
curs. In return, the protection buyer makes periodic payments to
the seller until the maturity date of the contract or until a credit
event occurs. This periodic payment, which is usually expressed
as a percentage (in basis points) of the bonds’ notional value, is
called the CDS spread. By definition, a credit spread provides a pure
measure of the default risk of the reference entity. We use CDS
spreads as a direct measure of credit spreads. Compared with cor-
porate bond yield spreads, CDS spreads are not subject to the spec-
ification of the benchmark risk-free yield curve and are less
contaminated by non-default risk components (Longstaff et al.,
2005; Ericsson et al., 2006).

Our single-name CDS spreads are obtained from a database
compiled by the Markit group. The data set also reports average
recovery rates, used by data contributors in pricing each CDS con-
tract, which center around 0.4 without much variation. The sample
period covers January 2001 to December 2011. We restrict our
sample to US dollar-denominated CDS written on US entities that
are not in the government, financial, or utility sectors. We further
eliminate the subordinated class of contracts because of its small
relevance in the database and its unappealing implications for
credit risk pricing. The maturities of Markit CDS contracts range
between 6 months and 30 years. We focus on the most popular
and liquid 5-year CDS contracts with modified restructuring
clauses in our benchmark analysis. CDS spreads of other contract
maturities ranging between 1 and 10 years are relatively liquid
and are used for robustness checks. After cleaning and matching
the CDS data with reliable options, equity, and balance sheet infor-
mation, we are left with 31,411 monthly observations of 382 enti-
ties in our study. For each entity, the monthly CDS spreads are
matched with the monthly VRPs.

The option data is obtained from Ivy DB OptionMetrics. We
keep only the options whose last trade dates match the record
dates and whose option price dates match the underlying security
price dates. We further eliminate the option prices that violate
arbitrage boundaries (C 6 S� Ke�rT T ). Stock dividend information
is acquired from CRSP and taken into account when applying the
CRR model to extract the implied volatility surface.

We compute high-frequency realized variances using informa-
tion in TAQ database that contains the intraday equity trading data
spaced by 15 min during trading hours. Following the method out-
lined in the previous section, we first calculate the daily variance
based on the high-frequency data, then aggregate it to construct
monthly realized variance. Next, we estimate expected variance
that is of the same maturity as the implied variance. All types of
VRPs are then matched with CDS spreads on a firm-month basis.

Market and firm control variables are the most recently avail-
able monthly or quarterly variables. Firm quarterly balance-sheet
data are acquired from COMPUSTAT. Market variables—the swap
rates, constant maturity Treasury yields, and Moody’s Aaa and
Baa yields are acquired from the Federal Reserve Board’s public
website. S&P 500 index returns come from CRSP. The market VRP
is from Zhou (2009).

3.2. Summary statistics

Table 1 presents the summary statistics—the average across the
382 firms—of the 5-year CDS spreads and our benchmark VRP mea-
sure (Panel A), model-free implied variances and expected vari-
ances (Panel B). The average Moody’s and S&P ratings of the CDS
reference entities range between AAA and CCC. A majority of the
CDS ratings are A, BBB, and BB (19%, 37%, and 25% respectively,
in total 81%). The average of CDS spreads in our sample is 149 basis
points. They increase monotonically from 27 to 589 basis points as
the credit ratings of the CDS reference entities deteriorate from
AAA to CCC. The difference between the average CDS spreads for
AAA grade and AA grade is 10 basis points, whereas the difference
between those for CCC grade and B grade is 189 basis points. The
CDS spreads display positive skewness of around 1.27 and lep-
tokurtosis of 5.21.

Similar to the CDS spreads, the VRP displays significant varia-
tions across rating groups. The average of the benchmark VRP mea-
sure for the full sample is 34.73 (monthly percentage squared),
increasing from 9.43 to 103.50 as CDS reference entities’ credit rat-
ings drop from AAA to CCC. High credit risk entities tend to be
associated with high VRPs. The variance risk premia display posi-
tive skewness of 1.44 and leptokurtosis of 7.17.

As shown in Panel B of Table 1, the means and standard devia-
tions of model-free implied variances are much higher than those
of expected variances, but the skewness and kurtosis are similar.
The results suggest that implied variance could contain a larger idi-
osyncratic component than expected variance. The AR(1) coeffi-
cients for VRP, model-free implied, and expected variances are
0.75, 0.93, and 0.93 respectively, suggesting that VRP is less persis-
tent compared with model-free implied variances and expected
variances.

We group our sample into three sub-samples by CDS ratings.
The first group contains CDS of AAA, AA and A grades, the second



Table 1
Descriptive statistics – CDS spreads, variance risk premium, implied variance and expected variance. This table presents the summary statistics—average across the 382 firms—of
the 5-year CDS spreads and our benchmark Variance Risk Premium (VRP) measure (Panel A), model-free implied variances and expected variances (Panel B). The CDS spreads are
in basis points. The VRP is computed as the spread between model-free implied variance and expected variance. The implied variance is the model-free implied variance. The
expected variance is the linear forecast of realized variance by lagged implied and realized variance. The average Moody’s and S&P ratings of the CDS reference entities range
between AAA and CCC. The numbers of firms in each rating category are reported in the second column in Panel A. AR(1) denotes autocorrelation with one lag.

Rating Firm number CDS spread VRP

Mean SD Skew. Kurt. AR(1) Mean SD Skew. Kurt. AR(1)

Panel A: The means of the statistics of CDS spreads and VRP across individual firms
AAA 7 27.10 21.70 2.07 9.44 0.96 9.43 11.21 1.89 11.12 0.53
AA 17 37.16 22.98 1.54 6.17 0.98 11.24 12.40 1.54 7.29 0.62
A 101 45.53 29.18 1.46 6.09 0.99 19.86 19.24 1.72 8.10 0.69
BBB 199 98.77 55.41 1.23 4.98 0.98 29.72 25.04 1.38 6.54 0.74
BB 133 251.33 105.11 0.90 4.05 0.98 48.70 32.35 0.96 4.97 0.77
B 65 400.04 132.04 0.30 2.81 0.99 67.64 40.83 0.50 3.70 0.81
CCC 14 588.79 137.37 �0.64 4.81 0.96 103.50 43.14 0.24 2.49 0.88
Total 382 149.12 79.98 1.27 5.21 0.98 34.73 28.13 1.44 7.17 0.75

Rating Implied variance Expected variance

Mean SD Skew. Kurt. AR(1) Mean SD Skew. Kurt. AR(1)

Panel B: The means of the statistics of IV and EV across individual firms
AAA 46.64 34.84 2.26 9.56 0.90 37.14 26.74 2.53 11.78 0.92
AA 56.29 40.23 1.94 7.01 0.91 45.03 32.85 1.94 7.01 0.91
A 81.85 59.75 2.08 8.38 0.92 61.92 46.20 2.45 11.18 0.94
BBB 111.38 73.48 1.81 7.02 0.92 81.46 55.18 1.99 8.28 0.93
BB 175.16 91.71 1.38 5.22 0.95 127.14 72.59 1.49 5.68 0.94
B 226.28 109.97 0.99 3.53 0.98 156.87 82.72 1.03 3.84 0.97
CCC 316.37 102.60 0.71 3.26 0.95 211.16 74.88 0.99 4.10 0.94
Total 127.94 84.16 1.93 7.37 0.93 73.21 64.97 2.21 9.40 0.93
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group contains CDS of BBB grade, and the third group contains CDS
of speculative grades ranging between BB and CCC. The three sub-
samples contain 8750, 11,911, and 6180 firm-month observations,
respectively. Fig. 1 plots the time-series of the 5-year CDS spreads
of a whole sample and three sub-groups. The CDS spreads decrease
gradually from the peaks in late 2002, then increase again as the
financial crisis approaches in mid-2007 and reaches peaks in early
2009. The spreads of CDS in year 2009 are higher than those in year
2002, more so for investment grades. This pattern highlights the
systematic nature of the recent financial crisis, which is mainly
fueled by the heightening of systematic risk or economic uncer-
tainty and affects disproportionately the high investment-grade
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Fig. 1. Time series of 5-year CDS spreads. This figure plots the 5-year CDS spreads of
full sample and three sub-samples. We group the CDS spreads into three sub-
samples by CDS ratings. The first group contains CDS of AAA, AA and A grades. The
second group contains CDS of BBB grade. The third group contains CDS of
speculative grades ranging between BB and CCC. The three sub-samples contain
8750, 11,911 and 6180 observations respectively.
credit spreads. The difference between the investment-grade and
speculative-grade CDS spreads, however, widened during the per-
iod of 2007–2009, potentially because the ‘‘flight-to-quality’’ effect
during the financial crisis that drove up the compensation for cred-
it risk.

Fig. 2 further illustrates the dynamic relationships among CDS
spreads, VRP, market VRP, and the leverage ratio for a representa-
tive firm in our sample: Aloca. The CDS spread line and VRP line
resemble each other closely over time. In particular, the two lines
move closely in the recent financial crisis. In addition, the CDS
spreads tend to comove with the firm’s leverage ratio. A visual
examination of the relationship between CDS spreads and market
VRP suggests that market risk premium, market VRP in particular,
may not provide a powerful prediction about Alcoa’s credit
spreads. For instance, the two lines move in exactly opposite direc-
tions in late 2009.

Table 2 reports the descriptive statistics for our market- and
firm-level control variables; the latter are averaged across 382
entities. The average monthly market VRP is 16.94 (percentage-
squared). The average 1-year swap rate is 2.88%. The firms in our
sample have an average leverage ratio of 42% with a standard devi-
ation of 8%. For simplicity, we omit the discussion of other control
variables, given that they are similar to those reported in
literature.

Table 3 reports the univariate correlations of the regression
variables and shows that the CDS spread is positively correlated
to VRP, implied variance (IV) and expected variance (EV). VRP is
significantly correlated to IV (0.82), and less correlated to EV
(0.63). Such a pattern suggests that VRP and EV may capture differ-
ent risk components embedded in IV. Among credit risk determi-
nants, VRP, and leverage have high correlations with CDS
spreads, whereas other variables exhibit lower correlations, sug-
gesting that the two variables may possess significant explanatory
power for credit risk. CDS spreads are positively correlated with
market VRP (0.30), but the coefficients of market VRP turn out to
be insignificant in the presence of firm-level VRP in the multivari-
ate regressions in the next section.
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Fig. 2. Time series of CDS spreads, VRP, leverage ratio, MVRP and VIX for General Motor Ltd. This figure illustrates the dynamic relationships between CDS spreads and VRP,
market VRP, VIX and leverage ratio for a representative firm in our sample: ALCOA.

Table 2
Summary statistics – market and firm control variables. This table reports the
descriptive statistics of the market- and firm-level control variables. For firm
characteristics, we report the averages of the statistics across 382 firms. The market
VRP is the difference between implied variance and expected variance of the S&P 500
index as in Bollerslev, Tauchen and Zhou (2009). The S&P 500 return, is the proxy for
the overall state of the economy. The one year swap rate is the proxy for the risk-free
interest rate. The Moody’s default premium slope, defined as Baa yield spread minus
Aaa yield spread is the default risk premium in the corporate bond market. The
difference of 5-year swap rate and 5-year Treasury rate is a proxy for fixed income
market illiquidity. Leverage ratio is computed as book value of debt over the sum of
book value of debt and market value of equity. The asset turnover is computed as
sales divided by total assets. The price-earnings ratio is the ratio of price over
earnings. The market-to-book ratio is the ratio of market equity to book equity. The
return on assets is computed earnings divided by total assets. AR(1) denotes
autocorrelation with one lag.

Variable Mean SD Skewness Kurtosis AR(1)

Market level
Market VRP (%) 16.94 21.73 2.31 12.39 0.53
S&P 500 return (%) 3.45 17.30 �0.44 3.21 0.93
Swap (1 year, %) 2.88 1.65 0.20 1.81 0.99
Baa – Aaa (%) 1.13 0.46 1.94 7.20 0.99
Swap – CMT (5 year, %) 0.51 0.25 0.47 3.51 0.91

Firm level
Leverage ratio 0.42 0.08 0.39 2.90 1.00
Asset turnover (%) 0.97 0.14 0.01 2.94 0.99
Price-earnings ratio 15.24 21.80 0.19 7.00 0.86
Market/book ratio 2.91 7.29 0.37 3.44 0.99
Return on assets (%) 0.05 0.04 �0.49 3.41 0.97
Annualized sales ($ billion) 12.85 2.92 0.10 2.92 1.00
Firm assets ($ billion) 15.70 3.52 0.21 3.01 1.00
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4. Empirical results and analysis

In this section, we show that firm-level VRP displays a signifi-
cant predictive power for CDS spreads in the presence of all other
credit risk determinants. In particular, VRP complements the firm
leverage ratio that has been shown as the leading explanatory var-
iable for credit spreads by Collin-Dufresne and Goldstein (2001)
within the Merton (1974) framework. VRP crowds out the mar-
ket-level variation risk measure—market VRP—in capturing the
systematic variance risk embedded in CDS spreads. The predictive
power of VRP for CDS spreads is unchanged before and after the
sub-prime crisis, and increases as firm credit quality deteriorates.
Model-free VRP performs better than the VRP implied from call
or put options of different moneyness.

Further robustness checks suggest that VRP and expected vari-
ance are two indispensable components of the option-implied var-
iance in predicting the individual firms’ credit spreads. In addition,
VRP seems to possess more forecasting power at monthly and
quarterly horizons while implied variance possesses more at
weekly horizons, and in aggregate, the market VRP Granger-causes
implied and expected variances. Furthermore, the firm-level VRP
measure contains a cleaner systematic factor component than
either implied variance or expected variance, and the systematic
variance risk seems to be priced by the cross-section of firm-level
VRPs in a stronger way than the market return risk by firm equity
returns. Finally, our empirical finding can be qualitatively justifi-
able by simulation evidence from a structural model with stochas-
tic asset variance risk.



Table 3
Univariate correlations of the regression variables. This table reports the univariate correlations of the regression variables. CDS denotes 5-year maturity CDS spread. VRP denotes
firm level variance risk premium constructed with model free implied variance IV minus expected variance EV estimated with high frequency equity returns. MVRP represents
market variance risk premium. S&P and r denote S&P 500 return and swap rate of 1-year maturity respectively. DPS represents default risk premium measured as the spread
between Moody’s Baa and Aaa rates. STS is the spread between 5-year swap and constant maturity Treasury rates. LEV denotes market leverage. ATO, PE, MB and ROA denote asset
turnover, price-earnings ratio, market-book ratio and return on assets respectively. SALE is the natural logarithm of annual sales.

CDS VRP IV EV MVRP S&P r DPS STS LEV ATO PE MB ROA SALE

CDS 1.00
VRP 0.48 1.00
IV 0.66 0.82 1.00
EV 0.64 0.63 0.97 1.00
MVRP 0.30 0.41 0.49 0.46 1.00
S&P �0.47 �0.42 �0.65 �0.65 �0.33 1.00
r �0.49 �0.29 �0.29 �0.24 �0.23 0.04 1.00
DPS 0.65 0.40 0.73 0.75 0.28 �0.73 �0.29 1.00
STS 0.11 0.13 0.34 0.39 0.19 �0.42 0.33 0.28 1.00
LEV 0.58 0.33 0.43 0.37 0.18 �0.32 �0.46 0.43 �0.03 1.00
ATO �0.21 �0.06 �0.04 �0.03 �0.02 0.01 0.24 �0.03 0.17 �0.35 1.00
PE �0.18 �0.09 �0.16 �0.15 �0.06 0.12 0.10 �0.17 �0.01 �0.23 0.01 1.00
MB �0.43 �0.27 �0.38 �0.33 �0.14 0.28 0.32 �0.34 0.05 �0.79 0.23 0.18 1.00
ROA �0.30 �0.12 �0.15 �0.11 �0.07 0.08 0.25 �0.06 0.09 �0.55 0.45 0.02 0.46 1.00
SALE 0.04 0.00 0.02 0.04 0.08 0.07 �0.02 0.11 0.11 �0.05 0.60 �0.08 0.37 0.34 1.00
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4.1. The benchmark regressions

Table 4 reports the regression results of the relationship be-
tween 5-year CDS spreads and benchmark VRP computed with
model-free implied variance minus expected variance estimated
from lagged implied and realized variances (see Section 2). Regres-
sion 1 reports that CDS spreads are positively related to VRP in the
univariate regression. The t-statistic is a significant 14.01. In terms
of economic significance, one standard deviation increase in VRP
(28.13) will increase CDS spreads by 60.76 basis points. Regression
2 shows that leverage ratio is indeed highly significant, as the lead-
ing determinant of credit spread levels and changes (Collin-Duf-
resne and Goldstein, 2001; Collin-Dufresne et al., 2001);
however, including leverage ratio in the regression still preserves
the high significance of the VRP measure (regression 3).
Table 4
The CDS spreads and VRP. This table reports the regression results of 5-year CDS spreads o
estimated with high frequency equity returns. Regression (1) is the univariate regression o
relationship between CDS spreads and VRP in the presence of leverage only; regression (
between CDS spreads and VRP in the presence of market VRP; regression (6) further includ
We adjust two-dimensional (firm and time) clustered standard errors in the regressions a

Independent variable Regression

(1) (2) (3)

VRP 2.16 1.64
(14.01) (11.56)

Leverage 4.69 3.62
(11.90) (11.61)

Market VRP

S&P 500 return

Swap rate (1 year)

Baa – Aaa

Swap – CMT (5 year)

Asset turnover ratio

Price-earnings ratio

Market/book ratio

Return on assets

Log sales

Adjusted R2 0.29 0.31 0.47
Regression 4 indicates that market VRP positively predicts CDS
spreads. However, regression 5 shows that the relationship be-
tween CDS spreads and VRP remains intact in the presence of mar-
ket VRP. More important, market VRP is insignificant, suggesting
firm VRP subsumes market VRP in terms of capturing the exposure
to systematic variance risk in predicting CDS spreads. This fact re-
mains true with the control of leverage ratio (regression 6). As indi-
cated in Zhou (2009) and Buraschi et al. (2009), market VRP
predicts a significant positive risk premium in market credit
spreads, which is consistent with our firm level evidence here.

Regression 7 reports the full-scale regression results after
including all control variables. The coefficient of VRP decreases
slightly from 2.16 in the univariate regression to 1.38 but remains
statistically significant at the 1% level with a robust t-statistic of
9.08. Among the market level control variables, the S&P 500 return,
n the VRP computed with model free implied variance IV minus expected variance EV
f VRP; regression (2) is the univariate regression of leverage; regression (3) shows the
4) is the univariate regression of market VRP; regression (5) shows the relationship
es leverage into regression (5); and regression (7) includes all other control variables.
s in Petersen (2009). The numbers in the brackets are t-statistics.

(4) (5) (6) (7)

2.16 1.63 1.38
(13.66) (11.25) (9.08)

3.63 3.30
(11.59) (9.73)

0.83 0.01 0.06 0.06
(3.25) (0.03) (0.22) (0.28)

0.94
(4.36)
�1.98
(�1.08)
37.88
(4.12)
39.81
(3.31)
7.78
(1.36)
�0.01
(�1.21)
0.00
(2.56)
�190.2
(�3.63)
�19.84
(�5.38)

0.02 0.29 0.47 0.51
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the spread between Baa and Aaa indexes, and the market illiquidity
measure are statistically insignificant. For firm-level controls, re-
turn on assets and log sales are statistically significant at the 1% le-
vel. The results support the intuition behind the structural-form
credit risk models in that firms with higher profitability tend to
have a relatively smaller chance of default, hence a lower credit
risk premium.

The adjusted R2 for the univariate regression of VRP indicates
that 29% of the variation in CDS spreads can be accounted for by
the firm-specific VRP, which may capture a firm’s exposure to sys-
tematic variance risk. In comparison, the adjusted R2 for the uni-
variate regression of leverage is 31%, while the adjusted R2 for
market VRP is 0.02. Adding market VRP to the regression has no ef-
fect on the adjusted R2, which remains at 29%. This result suggests
that firm-level variation risk measure has much stronger explana-
tory power for individual firm’s CDS spreads compared with the
well-documented market-level variation risk measure. Including
leverage ratio in the regression increases the adjusted R2 to 0.47,
possibly capturing the firm-specific default risk on top of system-
atic risk in the spirit of Merton (1974). Adding all other control
variables increases the adjusted R2 sightly to 0.51. It appears that,
among all variables, firm-level VRP and leverage ratio are the two
most powerful explanatory variables affecting CDS spreads.

The 2007–2008 sub-prime credit crisis significantly changed
the landscape of the CDS markets. We, therefore, divide our sample
into pre- and post-sub-prime crisis periods to examine whether
the predictability of VRP on CDS spreads holds strong during both
periods. Table 5 reports that during both periods, VRP positively
and significantly predicts subsequent CDS spreads. Its predictive
power is pretty much unchanged, evidenced by the t-statistics
and R2’s reported in Columns (1) and (4). The results reported in
(3) and (6) confirm VRP’s strong predictive power on credit spreads
in the presence of the control variables. Interestingly, some of the
control variables become significant after the sub-prime crisis. For
example, the S&P 500 return, the aggregate credit price index
(Baa � Aaa), and the market illiquidity measure switch to be signif-
icant. The result adds evidence to contagion in financial markets
Table 5
Before and after the financial crisis. This table reports the regression results of 5-year CDS s
2006 as the pre-crisis period and year 2007–2011 as the crisis and post-crisis period. Two-d
in Petersen (2009). The numbers in the brackets are t-statistics.

Year 2001–2006

(1) (2)

VRP 2.29 2.03
(11.19) (11.35)

Leverage 2.69
(9.58)

Market VRP �0.87
(�4.06)

S&P 500 return

Swap Rate (1 year)

Baa – Aaa

Swap rate – CMT (5 year)

Asset turnover ratio

Price-earnings ratio

Market/book ratio

Return on asset

Log sales

Adjusted R2 0.34 0.50
after the sub-prime crisis and echoes that notion that the increase
in the perceived systemic risk was mainly driven by the height-
ened risk aversion and the squeezed liquidity (Longstaff, 2010;
Huang et al., 2012).
4.2. Robustness checks

It is an important finding that VRP explains a significant portion
of credit risk premium, which may be orthogonal to the asset re-
turn risk that is already being captured by the leverage ratio. In this
section, we conduct a series of robustness checks that such a find-
ing is reliable if we consider different credit rating entities and is
robust to different CDS contract maturities, implied variances con-
structed from different options and moneyness.

The credit spreads of low-quality issuers are likely to respond
more to underlying variance risk shocks captured by VRP. There-
fore, we regress 5-year CDS spreads on VRP for three sub-samples
respectively: AAA-A (high investment grade), BBB (low investment
grade), and BB-CCC (speculative grade), based on the average CDS
ratings of Moody’s and S&P. Table 6 presents both the bivariate
regression results on firm VRP and leverage ratio and the multivar-
iate regression results on VRP with all control variables. In both
sets of regressions, the coefficients of VRP are highly significant
and increase monotonically as the CDS ratings deteriorate. VRP
exhibits much stronger predictability on the credit spreads of the
CDS written on bonds issued by low-credit-quality entities. The
coefficients of VRP for the lowest rating group BB-CCC are almost
five to seven times larger than those for the highest rating group
AAA-A and at least twice larger than those for the middle rating
group BBB. Consistent with the benchmark regressions, leverage
ratio plays a significant role in affecting CDS spreads. The lower
the credit quality of issuing entities, the larger positive effect the
leverage ratio has on the CDS spreads.

We examine the relationship between CDS spreads and VRP for
different CDS maturities. Table 7 reports the regression results by
CDS maturity terms: 1, 2, 3, 5, 7, and 10 years. In all of these regres-
sions, CDS spreads are correlated positively and significantly with
preads on VRP before and after the 2007–2008 sub-prime crisis. We define year 2001–
imensional (firm and time) clustered standard errors in the regressions are adjusted as

Year 2007–2011

(3) (4) (5) (6)

1.85 2.16 1.63 1.38
(9.41) (14.01) (11.25) (9.08)
2.48 3.63 3.30
(7.57) (11.59) (9.73)
�0.65 0.06 0.06
(�3.72) (0.22) (0.28)
0.08 0.94
(0.42) (4.36)
2.42 �1.98
(1.78) (�1.08)
17.42 37.88
(1.44) (4.12)
�3.80 39.81
(�0.41) (3.31)
�0.85 7.78
(�0.16) (1.36)
�0.01 �0.01
(�1.05) (�1.21)
0.00 0.00
(2.56) (2.56)
�186.90 �190.20
(�2.88) (�3.63)
�12.29 �19.84
(�3.26) (�5.38)

0.53 0.29 0.47 0.51



Table 6
CDS spreads and VRP by CDS rating. This table reports the regression results of CDS spreads on VRP for three sub-samples: AAA-A, BBB, BB-CCC. The ratings are the average of
Moody’s and S&P ratings. Two-dimensional (firm and time) clustered standard errors in the regressions are adjusted as in Petersen (2009). The group AAA-A has 8750
observations. The group BBB has 11,911 observations. The group BB-CCC has 6180 observations. The first three regressions are the regressions of VRPs and leverage. The second
three regressions are the multivariate regressions with all the control variables. The numbers in the brackets are t-statistics.

Independent variable Regression by ratings

AAA-A BBB BB-CCC AAA-A BBB BB-CCC

VRP 0.66 0.94 1.28 0.37 0.66 1.01
(5.98) (8.80) (8.36) (3.97) (6.46) (6.05)

Leverage 0.89 1.57 5.89 0.91 1.23 5.83
(5.61) (7.75) (12.11) (5.40) (5.40) (10.43)

Market VRP 0.12 0.14 0.43
(1.41) (1.13) (1.28)

S&P 500 return 0.29 0.07 0.63
(2.74) (0.31) (1.59)

Swap rate (1 year) �4.22 �7.39 �9.23
(�5.31) (�5.10) (�2.57)

Baa – Aaa 29.77 30.86 35.92
(5.91) (3.23) (2.13)

Swap – CMT (5 year) 21.59 24.89 98.20
(3.44) (2.89) (5.03)

Asset turnover ratio 1.30 6.80 �13.72
(0.63) (1.39) (�1.00)

Price-earnings ratio �0.00 �0.01 �0.01
(�2.04) (�1.54) (�0.69)

Market/book ratio 0.00 0.00 0.00
(3.95) (0.14) (2.37)

Return on assets 51.07 �59.42 �173.40
(2.29) (�0.94) (�2.71)

Log sales �2.63 �2.73 �7.46
(�2.22) (�0.76) (�0.80)

Adjusted R2 0.26 0.24 0.47 0.43 0.32 0.51

Table 7
The CDS spreads of different maturity terms and VRP. This table reports the regression results of CDS spreads of all maturities on the VRP computed with model free implied
variance IV minus expected variance EV estimated with high frequency equity returns. We adjust two-dimensional (firm and time) clustered standard errors in the regressions as
in Petersen (2009). The numbers in the brackets are t-statistics.

Independent variable CDS spreads

1-year 2-year 3-year 5-year 7-year 10-year

Panel A: Univariate regressions
VRP 1.64 1.85 2.03 2.16 2.19 2.18

(14.15) (14.16) (14.43) (14.01) (13.66) (13.20)

Adjusted R2 0.28 0.29 0.30 0.29 0.29 0.29

Panel B: Multivariate regressions
VRP 0.96 1.13 1.28 1.38 1.41 1.40

(8.56) (8.60) (8.90) (9.08) (8.98) (8.82)
Leverage 1.88 2.32 2.71 3.30 3.36 3.47

(8.16) (8.43) (9.00) (9.73) (9.51) (9.71)
Market VRP 0.02 0.03 0.03 0.06 0.09 0.11

(0.13) (0.15) (0.13) (0.28) (0.45) (0.54)
Controls Yes Yes Yes Yes Yes Yes

Adjusted R2 0.46 0.48 0.50 0.51 0.51 0.51
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firm-level VRP and leveraged ratio. The t-statistics confirm that the
firm-level VRPs perform much better than the market-level VRP in
predicting individual firm credit spreads.6 In general, the longer the
maturity of a CDS contract, the more significant the economic effect
of firm-level VRP on CDS spreads with larger slope coefficients and
higher adjusted R2s. It is intuitive that a CDS contract of longer matu-
rity is relatively more exposed to the variance uncertainty risk and
hence requires a larger spread compensation.
6 In another robustness check, we substitute VIX (monthly squared in percentage)
for the market-level VRP in the regressions. The unreported results show that the
strong predictability of VRP on CDS spreads remains intact in the presence of VIX.
Importantly, CDS spreads are negatively correlated to VIX with near zero adjusted R2.
This result is different from previous research that finds a positive relationship
between CDS spreads and VIX (Ericsson et al., 2006) in the absence of firm-level VRP.
To check the extent to which the significance of the explanatory
power of VRP on credit spreads depends on different methods of
constructing VRP, we carry out a regression analysis of CDS spreads
on VRPs constructed with various option features. Besides the
benchmark model-free implied variance, we use implied variances
computed from out-of-the-money, at-the-money, and in-the-
money put/call options. As reported in Table 8, all VRP measures
display consistently significant predictability for CDS spreads in
the presence of other credit risk predictors. Among them, the VRPs
constructed with model-free implied variance displays the stron-
gest predicting power on CDS spreads, reflected in both t-statistics
and adjusted R2s. The model-free implied variance is information-
ally more efficient than the implied variance from at-the-money
(out-of-the-money or in-the-money) options alone, as it incorpo-
rates by construction the option information across all moneyness.



Table 8
CDS spreads and VRPs of different implied variances. This table reports the regression results of CDS spreads on VRPs computed from different measures of implied variances.
Besides the benchmark VRP computed from model-free implied variance, we use VRP constructed from implied variances of out-of-the-money (OTM), at-the-money (ATM) and
in-the-money (ITM) put options, together with those of out-of-the-money (OTM), at-the-money (ATM) and in-the-money (ITM) call options. We adjust two-dimensional (firm
and time) clustered standard errors in the regressions as in Petersen (2009). The numbers in the brackets are t-statistics.

Independent variable Regression

(1) (2) (3) (4) (5) (6) (7)

VRP 1.38
(9.08)

VRPPut
OTM

0.93

(8.42)

VRPPut
ATM

1.64

(8.56)

VRPPut
ITM

0.67

(6.39)

VRPCall
OTM

0.85

(4.96)

VRPCall
ATM

1.47

(8.57)

VRPCall
ITM

0.53

(6.28)
Leverage 3.33 3.29 3.35 3.65 3.58 3.42 3.53

(9.73) (9.06) (9.44) (9.36) (9.06) (9.50) (9.10)
Market VRP 0.06 0.07 0.13 0.28 0.30 0.08 0.06

(0.28) (0.42) (0.67) (1.95) (1.58) (0.37) (0.30)
Controls Yes Yes Yes Yes Yes Yes Yes

Adjusted R2 0.51 0.49 0.50 0.45 0.45 0.49 0.46

Table 9
VRP vs. implied variance and expected variance. This table compares the predictability of VRP on CDS spreads to that of model-free implied and expected variances for 5-year
maturity CDS spreads. Regressions (1)–(3) report the multivariate regression results for VRP, implied and expected variances, along with all control variables. Regressions (4)–(6)
report the regression results of CDS spreads on each pairs of VRP, implied and expected variances respectively, along with all control variables. We adjust two-dimensional (firm
and time) clustered standard errors in the regressions as in Petersen (2009). The numbers in the brackets are t-statistics.

Independent variable (1) (2) (3) (4) (5) (6)

VRP 1.38 0.17 0.93
(9.08) (1.28) (7.47)

MFIV 0.81 0.77 0.88
(13.63) (12.43) (7.65)

EV 0.94 �0.10 0.78
(12.48) (�0.80) (12.35)

Leverage 3.30 2.71 2.89 2.71 2.71 2.70
(9.73) (8.93) (8.43) (9.03) (8.99) (9.01)

Market VRP 0.06 �0.31 �0.20 �0.30 �0.30 �0.32
(0.28) (�1.92) (�1.46) (�1.87) (�1.88) (�1.97)

Controls Yes Yes Yes Yes Yes Yes

Adjusted R2 0.51 0.59 0.56 0.59 0.59 0.59
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4.3. Implied variance, expected variance, and VRP

Previous studies find that an individual firm’s CDS spread is
strongly related to the option-implied volatilities, which is consis-
tent with the information efficiency argument for the options mar-
ket (see, e.g., among others Cao et al., 2010). However, in this
subsection, we try to argue from several empirical angles that
the explaining power of VRP for credit spread comes mainly from
capturing a systematic risk component and tends to be long run.
Also on the market level, VRP Granger causes implied variance
but not the other way around.

To investigate this issue, we first carry out regressions in which
VRP competes against implied variance and expected variance. Ta-
ble 9 reports the results of regressing CDS spreads on those vari-
ables. The results of regression (1)–(3) indicate that with all
control variables, VRP, implied variance, and expected variance ex-
plain 51%, 59%, and 56% of the variations in CDS spreads, respec-
tively. In regression (4) and (5), we test the predictability of VRP
or expected variance on CDS spreads in the presence of implied
variance. The coefficient of VRP remains positive, while that of ex-
pected variance turns negative. In regression (6), we regress CDS
spreads simultaneously on VRP and expected variance. The coeffi-
cients of both VRP and expected variance are positive and statisti-
cally significant at the 1% level, suggesting that VRP and expected
variance are two important components in implied variance that
help to explain individual firm credit spreads.

If VRP better captures a systematic risk factor than implied var-
iance, we might observe that the explanatory power of VRP on CDS
spreads increases as data frequency becomes lower, since system-
atic risk tends to be long term yet information shocks to the op-
tions market tend to be short lived. Panel A of Table 10 confirms
such intuition by showing that, in univariate regressions, the t-sta-
tistics of VRP increases monotonically from 6.44 to 10.41 as the
sample frequency changes from weekly to monthly then to quar-
terly. In the presence of implied variance, the t-statistics of VRP in-
crease consistently, while the t-statistics of implied variance keep
decreasing as the sampling frequency lowers. In both sets of
regressions, the adjusted R2 increases for lower data frequency. Fi-
nally, at weekly frequency, implied variance improves the predict-
ability of VRP by 12 percentage points; but at monthly and
quarterly frequencies, the improvement is only 5 percentage
points.



Table 10
Different data frequency analysis and Granger Causality. This table reports the results of different data frequency analysis and Granger Causality tests. Panel A shows the
regression results of CDS on VRP, in the absence/presence of IV for weekly, monthly and quarterly data frequency. Panel B reports the Granger Causality tests result for market
level VRP, IV, and EV. We use three lags in the regressions as R2 stops increasing significantly at three lags. The numbers in the brackets are t-statistics.

Independent variable Frequency

Weekly Monthly Quarterly

Panel A: Data frequency analysis
VRP 1.39 �0.24 2.78 0.06 2.57 0.68

(6.44) (-1.43) (10.03) (2.41) (10.14) (3.00)
IV 0.10 1.08 0.95

(10.71) (7.46) (6.41)
Constant 70.49 0.24 28.00 �13.20 29.71 �7.14

(9.24) (0.03) (5.89) (�1.63) (6.83) (�0.95)

Adjusted R2 0.14 0.26 0.34 0.39 0.35 0.40

Dependent variable Independent variable R2

Panel B: Granger Causality analysis
IVt Cont VRPt�1 VRPt�2 VRPt�3 IVt�1 IVt�2 IVt�3 0.74

6.33 �0.17 �0.29 0.06 0.94 0.03 0.01
(2.49) (�1.36) (�2.42) (0.48) (7.47) (0.17) (0.08)

VRPt Cont IVt�1 IVt�2 IVt�3 VRPt�1 VRPt�2 VRPt�3 0.31
2.98 0.10 0.23 0.02 �0.04 �0.09 0.11
(1.20) (0.79) (1.45) (0.12) (�0.28) (�0.79) (0.93)

EVt Cont VRPt�1 VRPt�2 VRPt�3 EVt�1 EVt�2 EVt�3 0.58
3.36 0.71 �0.40 �0.06 0.84 �0.20 �0.01
(1.32) (5.40) (�2.56) (�0.44) (6.65) (�1.24) (�0.04)

Table 11
Principal component analyses of CDS spreads, VRP, IV and EV. This table reports the
principal component analysis of CDS spreads, VRP, implied and expected variances.
We select firms with 48 monthly observations starting in January 2004. The sample
contains 225 firms. VRP is explained mostly by first three components (91.74%
cumulatively), whereas IV and EV are driven marginally by several components.
Robustness checks with various samples show that sample selection does not change
the results qualitatively. E: explained. C: cumulative.

Component CDS spreads VRP IV EV

E. % C. % E. % C. % E. % C. % E. % C. %

1 69.20 69.20 78.51 78.51 58.48 58.48 65.26 65.26
2 6.94 76.14 9.00 87.51 8.89 67.37 12.58 77.84
3 6.43 82.57 4.22 91.74 3.95 71.33 6.41 84.25
4 3.70 86.27 1.93 93.67 2.74 74.06 2.47 86.72
5 2.79 89.05 1.31 94.97 2.54 76.60 2.03 88.75
6 1.80 90.85 1.03 96.00 2.34 78.95 1.43 90.19
7 1.39 92.24 1.00 97.00 2.18 81.13 1.20 91.39
8 1.12 93.36 0.52 97.51 1.86 82.99 1.03 92.42
9 0.91 94.27 0.44 97.96 1.69 84.68 0.94 93.36
10 0.63 94.90 0.34 98.30 1.57 86.24 0.70 94.06
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Furthermore, we apply the Granger causality tests on market-
level VRP, implied variance (IV), and expected variance (EV) as
specified in the following regression:7

Yt ¼ /þ
Xm

i¼1

jiXt�i þ
Xn

j¼1

hjYt�j þ et ; ð6Þ

and the null hypothesis is j = 0. We set both m and n equal to 3.8

We find evidence that VRP significantly Granger causes both IV
and EV, but not vice versa. Panel B of Table 10 shows that IV and
EV are significantly correlated with VRP lags, while VRP is not signif-
icantly explained by either lag IV or lag EV. The results suggest that,
being potentially a cleaner measure of systematic risk, VRP helps to
predict future variations in IV and EV that are more likely to be con-
taminated with idiosyncratic risks.

Finally, we carry out a principal components analysis on VRP,
IV, and EV. As reported in Table 11, the first principal component
explains 79% of the total variation in VRP, while it only explains
58% in IV. And the first four principal components cumulatively ex-
plain 94% of VRP variation versus only 74% of implied variance. In
other words, VRP is likely a cleaner measure of firms’ exposure to
systematic variance or economic uncertainty risk relative to the IV
or EV, which is consistent with the finding that a missing system-
atic risk factor may hold the key to explaining the credit spread
puzzle(s) (Collin-Dufresne et al., 2001).
4.4. Cross-sectional validation of market VRP

To examine how much firm-level VRP captures the exposure to
a systematic variance risk factor, we compare the relationship be-
tween firm and market VRPs to the relationship between firm and
market equity returns in our sample. Following the standard ap-
proach of testing CAPM (e.g., Lintner, 1965), we carry out two-
7 We also perform the Granger causality tests on individual firms’ VRP, IV, and EV.
The results are noisy and insignificant, which cannot support any clean causality
pattern.

8 The selection of number of lags in a Granger causality test balances the trade off
between eliminating autocorrelation in residuals and maintaining testing power. We
report the results with m,n = 3 since the regression R2s stop changing significantly at
three lags.
stage regressions. In the first stage, we run time-series regressions
for each firm i to estimate its bVRP

i and bCAPM
i , respectively:

VRPit ¼ aVRP
i þ bVRP

i � VRPMKT
t þ eVRP

it ;

Rit ¼ aCAPM
i þ bCAPM

i � RMKT
t þ eR

it:

(
ð7Þ

We then compute each firm’s average VRP, VRPi, and average equity
return, Ri, respectively. The second-stage cross-sectional regres-
sions are as follows:

VRPi ¼ kVRP
0 þ kVRP

1 �dbVRP
i þ uVRP

i ;

Ri ¼ kCAPM
0 þ kCAPM

1 � dbCAPM
i þ uR

i :

8<: ð8Þ

The fundamental hypotheses being tested are
kVRP

1 ¼mean market VRP and kCAPM
1 ¼ mean market Return.9 For

completeness, we also carry out the same two-stage regressions of
9 In the CAPM test the intercept kCAPM
0 is restricted by the risk-free rate, while in the

VRP cross-sectional test, the intercept kVRP
0 may be restricted to zero. In our limited

exercise, we focus on the interpretation of slope coefficients kCAPM
1 and kVRP

1 as the
market prices of risks.



Table 12
VRP and CAPM. This table reports the results of comparing the relationship between firm and market VRPs to the relationship between firm and market equity returns with
matched sample. Two-stage regressions are carried out, following the standard approach of testing CAPM. Panel A reports the summary statistics of the time-series regressions.
Panel B shows the cross-sectional regression results. The numbers in the brackets are t-statistics.

Regression VRP on Mkt VRP Return on Mkt return VRP on Mkt return Return on Mkt VRP

Percentile beta t-statistic r-square beta t-statistic r-square beta t-statistic r-square beta t-statistic r-square

Panel A: Summary statistics of the first-stage time-series regressions
1 �1.10 �6.44 �0.04 0.14 0.47 �0.02 �0.74 �5.06 �0.04 �9.03 �7.29 �0.04
5 �0.19 �1.65 �0.01 0.41 1.81 0.05 �0.43 �4.57 �0.02 �4.67 �6.04 �0.01

10 0.03 0.28 0.00 0.58 2.41 0.08 �0.29 �3.92 �0.01 �3.44 �5.47 0.01
25 0.19 1.99 0.06 0.83 3.89 0.17 �0.18 �3.10 0.00 �2.45 �4.26 0.05
50 0.42 3.83 0.17 1.16 5.33 0.26 �0.10 �2.04 0.04 �1.66 �3.13 0.10
75 0.79 5.85 0.29 1.56 7.72 0.40 �0.04 �0.84 0.10 �1.09 �2.08 0.16
90 1.33 7.23 0.39 2.04 9.63 0.49 0.00 0.07 0.15 �0.68 �1.21 0.25
95 1.79 8.70 0.47 2.43 10.55 0.53 0.06 0.92 0.20 �0.39 �0.73 0.30
99 3.29 11.05 0.58 3.25 12.72 0.63 0.25 3.72 0.32 1.47 0.69 0.40

Dependent VRP Equity return

Independent bVRPonMKTVRP bVRPonMKTRET bRETonMKTRET bRETonMKTVRP

Panel B: The second-stage cross-sectional regressions
k0 9.09 16.60 5.20 �0.91

(6.05) (8.73) (3.98) (�0.91)
k1 29.26 13.75 8.17 15.19

(19.10) (5.16) (4.46) (14.74)

Adjusted R2 0.09 0.17 0.04 0.00
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firm VRP on market return and firm equity return on market VRP,
respectively.

Panel A of Table 12 reports the summary statistics of bi for the
four sets of regressions. As indicated by percentile, the t-statistics
of bVRPonMKTVRP

i are relatively more dispersively distributed and more
significant in the percentiles between 50% and 99%. The R2’s of the
VRP regressions are comparable their counterparts in the CAPM
regressions. The evidence suggests that VRP captures systematic
risk strongly as the well-documented equity returns do. Panel B
shows that VRP is significantly related to bVRPonMKTVRP with a t-sta-
tistic of 19.10, but equity return is less significantly related to
bRETonMKTRET. The VRP regression has an adjusted R2 of 9%, compared
with an adjusted R2 of 4% for the equity return regression. Fig. 3
visualizes the fitted VRPs (equity returns) versus the observed
VRPs (equity returns). In the cross-regressions, VRP is significantly
related to bVRPonMKTRET with a t-statistic of �5.18, whereas equity
return is insignificantly related to bRETonMKTVRP. The VRP on market
return regression has an adjusted R2 of 17%, compared with an ad-
justed R2 of zero for the equity return on market VRP regression.
The above evidence further indicates that firm-level VRPs are not
only able to price the systematic variance risk factor, but also are
stronger than firm-level equity returns to price the systematic re-
turn risk factor, as advocated in standard asset pricing models.

4.5. A structural model with stochastic variance risk

The main finding that VRP emerges as a leading explanatory
variable for credit spread suggests that there are two default risk
drivers in the underlying firm asset dynamics. A structural model
with stochastic volatility, as in Zhang et al. (2009), can generate
the stylized fact that VRP is intimately related to credit spreads,
in addition to the powerful leverage ratio (Collin-Dufresne and
Goldstein, 2001).

Assume the same market conditions as in Merton (1974), and
one can introduce stochastic variance into the underlying firm-va-
lue process:

dAt

At
¼ ðl� dÞdt þ

ffiffiffiffiffi
Vt

p
dW1t; ð9Þ

dVt ¼ jðh� VtÞdt þ r
ffiffiffiffiffi
Vt

p
dW2t; ð10Þ
where At is the firm value, l is the instantaneous asset return, and d
is the asset payout ratio. The asset return variance, Vt, follows a
square-root process with long-run mean h, mean reversion j, and
volatility-of-volatility parameter r. Finally, the correlation between
asset return and return volatility is corr (dW1t, dW2t) = q.

With proper bankruptcy assumptions, we can solve the equity
price, St, as a European call option on firm asset At with maturity
T: St ¼ AtF

�
1 � Be�rðT�tÞF�2, with r being the risk-free rate. F�1 and F�2

are the so-called risk-neutral probabilities. Therefore, the debt va-
lue can be expressed as Dt = At � St, and its price is Pt = Dt/B, where
B is the face value of debt. The credit spread, CSt, is given by

CSt ¼ �
1

T � t
logðPtÞ � r: ð11Þ

The structural credit risk model presented here also implies the

following equity variance process: Vs
t ¼ At

St

� �2
@St
@At

� �2
Vt þ r

St

� �2

@St
@Vt

� �2
Vt þ At

S2
t

@St
@At

@St
@Vt

qrVt . Inside the simulation, we can examine

the relationship between credit spread CSt and VRP:

VRPt ¼ EQ
t ðRVtþ1Þ � EP

t ðRVtþ1Þ ð12Þ

where RVt+1 is the realized variance from five-minute equity re-
turns. The risk-neutral expectation EQ

t ð�Þ and physical expectation
EP

t ð�Þ of equity realized variance are not available in closed form,
but are approximated using the risk adjustment implied by the
asset volatility dynamics in Eq. (10). See Bollerslev et al. (2011)
for the result on risk-neutral and physical expectations of realized
variance.

Using a calibrated parameter setting for a BBB firm as in Zhang
et al. (2009), we simulate 120 months of data of credit spreads,
VRP, expected variances, and leverage ratios for both a Merton
(1974) model and a stochastic volatility model (as above). Table
13 reports the OLS regressions on explaining credit spreads with
those proxies for underlying risk factors in asset value and volatil-
ity dynamics. For the Merton (1974) model, leverage ratio drives
expected variance to be statistically insignificant, even though var-
iance itself has a significant positive effect on credit spread. Note
that for the Merton model, although the asset volatility is constant,
the equity volatility is time varying because asset value is time
varying and equity volatility is approximately leverage-adjusted
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Fig. 3. Fitted VRPs/equity returns vs. observed VRPs/equity returns. This figure plots fitted VRPs (equity returns) versus observed VRPs (equity returns). The fitted VRP (equity
return) for firm i is estimated as VRPi ¼ dkVRP

0 þdkVRP
1 � dbVRP

i (Ri ¼ dkCAPM
0 þ dkCAPM

1 � dbCAPM
i), where the k0s and b0s are estimated using the standard two-stage regressions of testing

CAPM. In the first stage, time-series regressions for each firm i to estimate its bVRP
i and bCAPM

i , respectively: VRPit ¼ aVRP
i þ bVRP

i � VRPMKT
t þ eVRP

it for VRP and
Rit ¼ aCAPM

i þ bCAPM
i � RMKT

t þ eR
it for CAPM. Then each firm’s average VRP, VRPi , and average equity return, Ri, are computed respectively. The second-stage cross-sectional

regressions are VRPi ¼ kVRP
0 þ kVRP

1 � dbVRP
i þ uVRP

i for VRP and Ri ¼ kCAPM
0 þ kCAPM

1 � dbCAPM
i þ uR

i for CAPM.

Table 13
Simulated relationship between CDS spread and VRP. This table reports the OLS regression result using simulated ten years of monthly data from a Merton (1974) model and a
stochastic volatility model (Zhang et al., 2009) for a representative BBB rating firm. The dependent variable is 5-year credit spread, and explanatory variables are expected
variance (EV) estimated by annual historical variance, variance risk premium (VRP) estimated based on monthly realized variance, and market leverage ratio (LEV) only
observable inside the simulation. Numbers in parentheses are t-statistics.

Independent Merton model Stochastic volatility model

Variable (1) (2) (3) (4) (5) (6) (7) (8) (9)

EV 6.84 0.64 2.29 1.53 0.65
(3.27) (0.76) (7.66) (5.27) (3.29)

VRP 1.45 0.73 0.46
(7.39) (3.44) (2.89)

LEV 16.18 15.59 7.84 6.29 6.39
(7.32) (7.89) (11.9) (9.61) (10.8)

Constant �567.2 �407.9 �455.7 �143.1 �120.6 �255.0 �170.8 �252.2 �257.3
(2.62) (5.46) (3.96) (5.39) (4.74) (9.32) (8.12) (10.3) (12.0)

Adjusted R2 0.31 0.77 0.77 0.63 0.56 0.81 0.71 0.83 0.84
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asset volatility. Therefore equity volatility does explain credit
spread, to certain degree, but its effect is mostly subsumed when
leverage ratio is included in the regression.

However, for the two-factor stochastic volatility model, not only
do expected variance, VRP, and leverage ratio all have significant
positive effects on credit spreads; but also any two variables com-
bined together would both remain statistically significant with po-
sitive signs. In particular, the powerful leverage ratio cannot crowd
out VRP or expected variance. These patters are due to the fact that
both asset value and asset volatility are time-varying and priced
risk factors, and VRP or expected variance is not redundant to
leverage ratio as in the case of the one-factor Merton model. This
result is qualitatively consistent with the empirical relationship
we have discovered here for a large cross-section of individual
firms’ CDS spreads and VRPs.
5. Conclusions

Investors demand VRP as a compensation for firms’ exposures
to a systematic risk factor. Such a risk premium may arise from
the time-varying economic uncertainty in the underlying cash flow
or consumption volatility (Bansal and Yaron, 2004; Bollerslev et al.,
2009). Recent studies suggest that market VRP constitutes a critical
component in explaining the aggregate credit spread indices (Zhou,
2009; Buraschi et al., 2009). In this paper, we carry out a compre-
hensive investigation of the relationship between the firm-level
VRPs and credit spreads and find empirically that VRP provides a
risk-based explanation for the credit spread variations.

We illustrate that VRPs of individual firms possess a significant
explanatory power for CDS spreads. Importantly, such a predict-
ability cannot be substituted by market- and firm-level credit risk
factors identified in previous research. In addition, firm-level VRP
dominates the well-documented market-level VRP or VIX in cap-
turing the macroeconomic uncertainty or systematic variance risk
exposure embedded in CDS spreads. The predictive power of VRP
increases as the credit quality of CDS entities deteriorates and as
the maturity of CDS contracts increases. VRP and leverage ratio
emerge as two leading predictors of firms’ credit spreads, pointing
to time-varying asset value and stochastic volatility as two under-
lying risk drivers.

Empirical evidence also suggests that the superior explanatory
power of VRP for CDS spreads tends to be stronger over monthly
and quarterly horizons, while that of implied variance tends to
be stronger over weekly horizons. Also, the aggregate VRP Granger
causes implied and expected variances, but not vice versa. A prin-
ciple component analysis indicates that firms’ VRPs have a much
larger systematic component relative to implied and expected vari-
ances. These additional findings imply that firms’ VRP may be a
good measure of the exposure to a systemic variance risk or
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economic uncertainty factor, which is consistent with the fact that
the cross-section of firm’s VRPs can be used to validate the market
VRP correctly. Finally, the stylized predictability pattern of VRP for
credit spreads can be reproduced in a simulation by a structural
model with stochastic variance.
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